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Leveraging ERP systems capabilities and collaborative enterprise governance for
agile manufacturing: a new dynamic enterprise reference grid

Yi Wan and Ben Clegg
Operations & Information Management Group, Aston Business School,
Aston University, Aston Triangle, Birmingham, B4 7ET, UK
wany@aston.ac.uk, b.t.clegg@aston.ac.uk

Abstract

Manufacturing companies are increasingly dependent on external resources and are endeavoring to
develop and manage the Enterprise Resource Planning (ERP) information systems capabilities and
strategic inter-firm relationships concurrently and dynamically to leverage external resources for
competitive advantage. This paper investigates and theorizes about the correlation between different
types of ERP systems and different Collaborative Enterprise Governance (CEG) strategies, where an
enterprise is considered to be made up of parts of different companies engaging in very close
collaboration. Empirical case studies have been conducted based on six successful manufacturing
companies in the UK and China. It specifically proposes a new conceptual model — the Dynamic
Enterprise Reference Grid for ERP (DERG-ERP) — as a management contingency framework. The
purpose of this is to improve the concomitance between strategic thinking, agile manufacturing and
ERP information systems development and implementation in response to the changing business and
operational requirements.

Keywords: Enterprise Resource Planning (ERP), Collaborative Enterprise Governance (CEG),
New Conceptual Framework, Manufacturing, IT Network.

1. Introduction

Over the last few decades, collaboration has risen in importance with the push to develop core
competence and strategic capabilities within the company, while outsourcing peripheral activities
from the member-company (Gottfredson et al.,, 2005; Binder and Clegg, 2007). Dynamic
manufacturing environment compels firms to move beyond their walls and get involved in a “virtual
value chain” (Rayport and Sviokla, 1995) and inter-organizational processes by taking
objective-driven and process-wide approach, agile manufacturing strategies, and the ERP information
systems capabilities.

The existing research on ERP capabilities, however, is typically focusing on improving core ERP
systems by extending their functionality to form bigger and better internal systems (Michel, 2000; He,
2004) for single manufacturing companies to increase their competitive advantage (Chen, 2001).
Although some recent studies try to advocate the inter-organizational information systems (I01S)
(Bala and Venkatesh, 2007) and e-business enabled manufacturing operations (Rosenzweig, 2009);
they always build upon the unilateral perspectives such as 101S implementation (Rodon et al., 2011),
process-based 101S (Vathanophas, 2007), information systems (IS) integration in mergers and
acquisitions (M&As) (Henningsson and Carlsson, 2011). Less emphasis has been placed on



investigating how ERP systems can become more supportive of dynamic change in collaborative
enterprises grounding on the well-comprehensive constructs and strategic thinking. Additionally, it is
argued that only if supported by the enterprise paradigms, ERP’s inner integrating potentialities
could be fully unleashed instead of being merely hidden in the functional information silos.

The European Commission defines an enterprise as, “... an entity including partnerships or
associations that can be made up of parts of different companies” (European Commission, 2003). In
light of the EC’s definition researchers should no longer consider manufacturing operations to be
single legal entities operating in isolation but instead should try to embody enterprise management
concept which is the new superior frontier of collaboration with tighter integrated partnerships
against the antecedent “manufacturing supply chain integration”. Specific research in this area
recognizes that critical interdependencies exist among manufacturing firms, suppliers, customer and
even competitors are inclining to rely on the concomitancy between information technology (IT) and
new manufacturing concepts (Banker et al., 2010). However, despite an emerging body of literature
about inter-firm forms (Binder and Clegg, 2007; Zhang and Dhaliwal, 2008) and new manufacturing
structures (Shridhar and Ravi, 2002; Cheng et al., 2011), manufacturing enterprise management and
its relationships to ERP types remains theoretically under-developed; and it is imperative to link ERP
with enterprise structure in order to handle the new and emerging manufacturing strategies including
the agile manufacturing (Vazquez-Bustelo and Avella, 2006), niche manufacturing firms (Olsen and
Setre, 2007), and manufacturing servitization (Baines et al., 2011).

In response to the above need, the objectives of this paper are (i) propose a new management
contingency framework known as the DERG-ERP based on extant literature and case studies (i)
explain the correlations between ERP systems types and manufacturing enterprise structures by
demonstrating the principles of DERG-ERP using the inductive empirical research (iii) illustrate the
contingent dynamic transitions between each trend by using the inductive empirical research.

2. Conceptual foundation

2.1 From incipient traditional ERP to ERPII and on towards ERPIII

Traditional ERP is described as an internally integrated information system (IS) used to support
internal manufacturing functional areas (Davenport, 1998; Al-Mudimigh et al., 2001). Although
coordination of inter-functional divisions is made easier by ERP systems, ERP has its roots in
manufacturing and does not always readily support the e-business requirements (Bond et al., 2000;
Moller, 2005). In response, further functional modules have been developed as ‘add-ons’ to form
ERPII which is recognized as an integral part of business strategy to enable inter-organizational
collaboration (Bagchi et al., 2003). One might say that the first generation of ERP primarily
supported and enhanced single organizational manufacturing operations (Akkermans et al., 2003),
whilst ERPII supports “...value chain resource planning co-operation between different organizations
at a meta-level” (Daniel and White, 2005).

Although ERPII system is currently the dominant type to support modern manufacturing enterprises,
many manufacturing firms still endeavour to re-design their operations to become more dynamic in
order to anticipate change. Implementing ERP systems in dynamic environments presents many
challenges due to temporary existence of organizational structures and will tend to use predominantly



web-compatible IS infrastructures and technologies (Xu et al., 2002) such as Service Orientated
Architectures (SOA), Software as a Service (SaaS), Utility Computing (Maurizio et al., 2007) and
open source applications. They all potentially offer increased flexibility, agility and re-configurability
as well as better integrated connection with external firms (Torbacki, 2008) and as a result are now
considered necessary to make more dynamic manufacturing enterprise structures a reality.

In this paper we tentatively refer to future generation enterprise resource planning systems as ERPIII.
The authors define ERPIII as a flexible, powerful information system incorporating web-based
technology, which enables dynamic (virtual) enterprises to offer increasing degrees of collaborative
dynamic responsiveness through increased functional scope and scalability. Presently academic
literature inadequately covers ERPIII, which should be researched further as it can be a source of
sustainable competitive advantage.

2.2 Collaborative enterprise strategy

This paper specifically focuses on the three main types of manufacturing enterprise strategy known
as Vertically Integrated Enterprises (VIEs), Extended Enterprises (EEs), and the Virtual Enterprises
(VEs) for achieving the agile manufacturing.

Vertically integrated enterprises (VIES) operate as single multi-functional firms striving for large
scale of economy which have conventional hierarchies (Lynch, 2003) and are recognised as “a
response to pre-existing market power problems or as a strategic move to create or enhance market
power in upstream and downstream markets” (Joskow, 2003, p. 25). There is a downside to VIES
because VIE’s boundaries are mediated by firm structure and engage-abilities (Argyres, 1996), which
restricts quick and easy IS re-development to address all types of market changes, and develop new
core competences swiftly. To mitigate the downside of VIEs, extended enterprise structures and
strategies should be used.

‘Extended enterprises’ (EEs) are defined by Davis and Spekman (2004) as “... the entire set of
collaborating companies...which bring value to the marketplace...” and by Lyman et al., (2009) as
“... a Dbusiness value network where multiple firms own and manage parts of an integrated
enterprise”. Thus extended enterprises are deemed to be far more agile than vertically integrated
enterprises. But even EEs cannot manage to follow highly turbulent and unpredictable market
behavior in which the virtual enterprise (VE) structures and strategies must be used (Byrne and
Brandt, 1993).

Generally, VEs are described as fluid, flexible combination of components of one or more business
entities assigned by decomposed specific objectives to deliver value to a market (Davenport, 1998) or
can be thought of as innovative IT networked structures in which temporary alignments are delivered.
Thus, this kind of inter-firm relationship can more easily facilitate innovative agile operations (Cho et
al., 1996) and deal with dynamic market needs (Madu and Kuei, 2004) by heavily utilising new
web-based information and communication technologies (ICT) tools.

2.3 Agile manufacturing
Manufacturing industry is on the verge of a major paradigm shift, which will take traditional firms



away from mass production, way beyond lean manufacturing, into a world of agile manufacturing
(Kidd, 1994). As new manufacturing enterprises are characterized by abilities to effect flexible
reconfiguration of resources, shorter cycle times and quick responses to customer demands, agile
manufacturing (AM) has been spontaneously evolving from lean manufacturing. This paradigm
envisages that the organization, people and technology can be combined into an integrated and
coordinated whole without compromising the cost and profitability (Vinodh et al., 2010). In contrast,
Krishnamurthy and Yauch (2007) and Goldman et al. (1995) hold the view that agile manufacturing
firm is an organization that displays the ability to thrive and reconfigure itself in a dynamic,
aggressively change embracing, and growth oriented environment. Accordingly, AM can be
considered as enterprise structures and strategies supported by three essential elements: innovative
enterprise management patterns, skill based knowledgeable people, and flexible and intelligent IT/IS
platform. As a result, managing and developing ERP systems and enterprise forms (i.e. VIE, EE, and
VE) concurrently and appropriately could assist manufacturing companies to achieve agility via
merging above three resources into a coordinated and interdependent system.

2.4 ERP and CEG: contingency approach

The above literature covers ERP, ERPII, and potential ERPIII capabilities, as well as VIEs, EEs, and
VEs characteristics. This paper now proposes some provisional causal links between these two
disciplines. Specifically, strong correlations are identified between ERP and VIE, ERPII and EE;
therefore, this paper proposes that traditional ERP and ERPII are best for VIE and EE respectively.
Emerging literature on post-ERPII systems (i.e. ERPIII) are fewer but suggest ERPIII is most
appropriate for VEs (see the potential strong links). Weak links are also identified between ERP and
EE, ERPII and VIE, as well as between ERPII and VE and can be used to guide transitional
managerial decisions in dynamic business environments.

Contingency theory (Van De Ven and Drazin, 1985) argues that no theory or method can be applied
in all instances, in other words, that there is no one best approach to design the collaborative
enterprise strategy with corresponding ERP information systems to achieve the best organizational
performance by fitting different manufacturing environment. For this reason, the authors use two a
priori frameworks, namely the Dynamic Enterprise Reference Grid (DERG) (Binder and Clegg, 2007)
and IS Strategy Formulation (Galliers, 1994) to help explain these strong, weak and potential strong
correlations further. These a priori frameworks are taken as two points of departure from established
concepts in the field as they illustrate the changing perceptions of organizational capability and IS
strategy respectively which are both underpinned by the contingency approach. For brevity, the
model details are not given in this paper.

Table 1. Proposed correlations between ERP systems and Collaborative Enterprise Governance



ERP types Key capabilities Correlations Eey characteristics and requirements CEG types
(extant literature) found in literature (extant literature)

Op | = Promise infernal business processes integration with seamless Conventional hierarchies with multi-functional vnits and
information (Park and Kusiak. 2005; Al-Mashan ef al.. 2003) inflexible environment (Lynch. 2003)

* Productivity improvement (Palaniswamy and Frank, 2000) ;| Decision regarding business coordination and resource

= Cost and cycle time reduction (McAfee, 2002; Esteves, 2009) allocation is made by chief strategists (Harrigan. 1984)

1 Generation | § * Automate internal data transfer and sharing (Chen, 2001) Focus on large scale of economics rather than extended and | VIEs

ERP systems = Enable sales and production forecasts (Davenport, 1998) virtual collaboration (Clegg er al., 2012)

M | = Facilitate speedy decision-making with real-time operating Require quick response to the market demands fo enhance
information (Nah ef al.. 2001; Wallace and Kremzar, 2001) market power; lean strategy (Richardson, 1996; Joskow,

= Better internal resource management (Scott and Vessey, 2000) 2002; HUallachain and Wasserman, 1999)

IT | = Unify disparate functional systems (Hicks and Stecke, 1995)

.| In-house development of proprietary systems (Binder and

= Streamline internal data flows (Markus and Tanis, 2000) v ! Clegg. 2007; Clegg ot al.. 2012}
Org | = Improve internal communication and cooperation (Alsene, 2007) ‘}.fj,. :‘ Emphasis on transaction costs (Harrigan. 1985)
» Empowerment (lower bureancracy) (Shang and Seddon, 2000) ’,’ ,J\: N “\‘} Strong product quality control (Rothaermel ef al.. 2006)
Op | = Enable tight integration between core supply chain components . JJ’,’ ;‘,\: e :.‘ Entire set of collaborating firms through value network
(Tapscott et al.. 2000; Bendoly et ai.. 2004) RPN A (Der. 1996; Childe. 1998; Doz and Hamel. 1998; Davis
* Provide consistent real-time information across inter-firm operations Iy ‘,’ i ) 7 | and Spekman. 2003; Lyman ef al., 2009)
with greater flexibility (Bond er al.. 2000; Weston. 2002) \ N ¥/ W Strategically outsource external resource and core functions
= Customer service improvement (Sharif and Irani. 2005) Vo : (Jagdev and Browne, 1998; Sutton, 2006: Thun. 2010)
ERPII S * Optimize inter-firm operational processes (Bond et al., 2000) t . Require advanced IT/IS (Jaiswal and Kaushik, 2005) EEs
systems = Support global business processing requirements (Znmsek, 2003) Y W Medium-long term collaboration (Binder and Clegg, 2006)
M | = Manage external linkages via digital technology solutions (Li, 1999) Y 7 * | Weak power and authority due to flat and geographically
= More accurate and cost-efficient decision making (Weston Jr., 2003) " | distributed structure {(O"Neil and Sackett, 1994)
IT | = Adaptable and collaborative IS infrastructure (Ericson. 2001) v \| Reductions in costs and lead-times from interoperability
= BPM, SCM. CRM, APS, e-business (Callaway, 2000; Moller, 2005) [/ ~2¢™ (Clegg, 2003; Triantafillakis et al., 2004)
Org | = Facilitate organizational change and learning (Eckartz er al., 2009) : \‘-‘ =¥ Relatively stable; potential risks (Binder and Clegg. 2007)
Op | = Enable dynamic. agile and event-driven operation (Hauser ef al., 2010) SN T 5 Heavily utilise web-based ICT tools (Hye and Joel, 1999;
= Support reconfigurable virtual integration (Ponis and Spanos, 2009) ; 7| Martinez et al.. 2001; Hyvonen et al., 2008)
S = Manage and integrate strategic alliances (Muscatello ef al.. 2003) Facilitate innovative agile operation (Cho et al.. 1996,
ERPI » Create synergy between innovation and customer-focus (Wood. 2010) Sharp ef al., 1999; Cao and Dowlatshahi. 2003) VEs

systems M | = Information security governance (Khoo ef al.. 2010)

IT | = Web-service, SOA (Hofimann, 2008; Ponis and Spanos, 2009)

= Cloud computing with unhampered data transfer (Maria ef al., 2011)
= SaaS, PaaS, Utility, SLA mgt. (Buco e al., 2004; Torbacki, 2008)
= Foster borderless organizational structure (Wood, 2010) e

Short-term collaboration (Binder and Clegg, 2007)

Flexible infrastructure combing multiple business entities

with temporary alignments (Lipnack and Stamps. 1997;

| Daniels, 1998; Camarinha-Matos and Pantoja-Lima. 2001)
A Low trust; high risk (Kasper-Fuehrer and Ashkanasy, 2001)

Or,

=)

* Op — Operational; S — strategic; M — Managerial; IT — IT infrastructure; Org — Organizational.
<+—— Strong links; <€-------- > Weak links; < » Potential strong links.

3. Research methodology

Considering the nature of the subject an exploratory and qualitative empirical research approach was
used based on inductive grounded theory (GT) (Glaser and Strauss, 1967; Strauss and Corbin, 1990)
and interpretive case study methods. This paper only presents some early findings, initial
observations, and the established evidence (e.g. coding with data analysis and verbatim record) to
support the proposed relationships between ERP systems and manufacturing enterprise structure
types, which also helps to further develop the DERG-ERP framework. The complete GT analysis
processes are not demonstrated in this paper.

The research methodology was deployed by conducting 32 semi-structured interviews from the
manufacturing industry covering 6 companies in the UK and China. Key characteristics of the

interview and background information on each of the case study sites are given in Table 2.

Table 2. Overview of the case companies and interviews




Industry sector

Company identifier

ERP systems

Role of interviewee

Printing manufacturer

Print-on-demand Co.
UK Company A

Content Management
System
Oracle ( PeopleSoft)

Managing Director

Operations Director

Manufacturing Manager

Client Service Manager

IT System Manager

Supply Chain Manager

Printing Co.
UK Company B

Print-Pack MIS systems

Managing Director

Client Service Manager

Account Director & Sales
Manager

Production & Administration
Manager

Studio Manager

Electronic manufacturer

Electronic Co.
UK Company C

SAP systems

Supply Chain Programme

Supply Chain Tech.

Finance Manager

Logistics & Manufacturing

B2B Tech.

Supply Planning & Customer
Management

Crane manufacturer

Zoomlion
Chinese Company D

SAP systems

Executive Manager

Chief Information Officer

Logistics Manager

(Regional) Marketing Director

Credit manager

Business (Sales) Assistant

Concrete and mixer
manufacturer

Lanye
Chinese Company E

Alutex (GPS)
systems

General Manager

Chief Information Officer

Logistics Director

Production Manager

Chief Executive Officer

Wanghai
Chinese Company F

Three-Prosper Technology

Chief Executive Officer

Human Resource Manager

Inventory Manager

Chief Information Officer

4. The new proposed dynamic enterprise reference grid for ERP (DERG-ERP)

Figure 1 is the newly founded conceptual model showing a new contingency framework known as
the Dynamic Enterprise Reference Grid for ERP (DERG-ERP) which demonstrates how Binder and
Clegg’s (2007) CEG and Galliers’s (1994) IS Strategy Formulation Model has been combined to
guide enterprise resource planning and enterprise management decision making (cf. objective i); it is
also partly founded on the wider literature review given above, and preliminary pilot case studies (for



brevity, details of the pilot case studies are not given in this paper).
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Figure 1. Dynamic enterprise reference grid for ERP (DERG-ERP)

Firstly, in Figure 1 (the DERG-ERP), it is important to note that proposed enterprise and ERP types
do not result from different strategies, but are best considered part of a strategic continuum for
inter-company cooperation. Therefore, under different circumstances manufacturing enterprises may
change structures and use correspondingly different ERP types to suit business requirements.

The key components and characteristics of each trend in DERG-ERP are illustrated based on early
findings and new observable by empirical research (cf. objective ii). Contingent dynamic transitions
between each trend are also explained (cf. objective iii).

4.1 ERPIII systems use in virtual enterprise (Quadrant 1)

In Quadrant 1 of the DERG-ERP (cf. Figure 1) the VE-ERPIII is shown. As manufacturing industry
is characterized by increasing e-marketplace with ‘demand driven’, establishing short-term inter-firm
relationships is important to increase the company’s flexibility, agility and innovative capability
while shortening turnaround cycle (lead time) of product (service) and decreasing the cost to cope
with the dynamic change, uncertain customer demands as well as creating new business opportunities;
especially for small-and-medium sized manufacturing enterprises (SMES).

“... iIf you go to Amazon to ask for a copy of that book they would say we do not actually stock it in
our warehouse but one of our partner is LS ... you will pay them (Amazon) the money and they place



the order with us. We print it and we deliver it to you — their customer the next day. There is no
risk ... we have a good relationship ... but if it is of short turnaround time it has to be a very efficient
strong relationship. That is very important.” (Manufacturing Manager, UK Company A, 24™ March
2011)

So the VE presently best serves SMEs which have aspirations for rapid growth and see themselves as
innovative and likely to be serial and parallel collaborators. Collaborative partners within VEs always
implement the same (similar) business strategy but the responsibilities are clearly defined for
achieving better integrated collaboration. They normally take various functional roles (e.g. publisher,
supplier, wholesaler, channel distributor, etc.) and make contributions into the entire virtual value
stream. However, different trading partners are interdependent and trust to one another within the
VEs. Also, the core competitive advantage and product volume are often driven by ‘cost-effective’
and the speed of manufacturing and delivery.

“... I might send the books out to the customer [use] our third-party carrier ... It is our responsibility
to make sure those books arrive ... we would have customer send the books off arrive damage, can
you re-print them ... So in order to give customer a very fast turnaround, we have to limit the amount
of product that is available to them.” (Operations Director, UK Company A, 24™ March 2011)

“Amazon is our competitors and customers. We selling to Amazon but they are also competitor
because they have a printer similar towards [ours] in their own building ... the quicker we make
things, the more books again you get the order.” (Managing Director, UK Company A, 24™ March
2011)

From the IS perspective, VEs require the corresponding ERP systems to be more efficient and
flexible at lower cost, which can support timey communication and transparency through the virtual
network. ERPIII systems are considered to be able to facilitate temporary and highly agile operations
using non-proprietary web-based technology for computer integrated manufacturing systems with
decentralized control on a global scale and scope. ERPIII systems can therefore be used strategically
to achieve high level goals whilst still incorporating incremental IT driven changes required by
bottom-up idiosyncrasies.

“Well, I would say our systems have to be flexible ...” (Manufacturing Manager, UK Company A,
24™ March 2011)

“... our customer ... will place the order into our systems by our Electronic Data Interchange (EDI)
or Web interface...” (Operations Director, UK Company A, 24" March 2011)

Although ERPIII is proposed as the most appropriate information system for VEs, it is argued that
not all the manufacturing firms who use the virtual enterprise strategy would simultaneously adopt
ERP systems — even the ERPIII systems/concept as a result of company size, systems implementation
cost, the purpose and extent of demand, and so forth.

“No, we have not [used ERP systems yet]; we do not use anything like that ... it is really because of



the company size of PS ... Now why | have not changed that is because we need something more
sophisticated ... because it works — it works and they (all the staffs) like it ... sophisticate is enough
to actually going ... | put in new (ERP) system, would we gain any major benefit from it — probably
not; not too may ... we actually perhaps use the similar type of system but we cannot afford the sort
of thing (i.e. ERP system) that they (i.e. trading partners) pay.” (Managing Director, UK Company B,
28™ March 2011)

Nevertheless, these kinds of manufacturing firms might implement some other types of information
systems with similar capabilities to ERP which are critical to support their enterprise structure.
Alternatively, virtual manufacturing enterprises could use cloud based solution (e.g. SAP’s Business
ByDesign offers) and select required customized functional modules to support each small entity’s
core competence (i.e. strategic capabilities) and achieve real decentralized business efficiencies.

“... It is very important to have a good information technology structure in practice with the MIS
system — Management Information System; that is critical ...” (Account and Sale Manager, UK
Company B, 28" March 2011)

“Our main platforms are Oracle. Most of our financial modeling and all the management is provided
to the Oracle environment. We also use other database for our content management.” (IT System
Manager, UK Company A, 25" March 2011)

“... when we bringing those books into our database, they (CM information system) stretch content
management ... to hold all of our books.” (Managing Director, UK Company A, 24™ March 2011)

By considering the above issues, it is necessary to explore the ERPIII’s feasibility and make its
strategic advantages to be more convincing. From the ERP user’s perspective, ERPIII for VEs could
be facilitated by SOA, SaaS, and (cloud) computing tools in order to reduce IS investment and
enhance dynamic responsiveness through increased ERP integrating capabilities and agile
manufacturing strategy.

“Yes, you are sharing it (ERP systems). You seeing ‘cloud’ there and what you are doing is you are
accessing it and you are sharing it ...” (Managing Director, UK Company B, 28" March 2011)

From the ERP vendor’s perspective, the advanced technologies required for realizing ERPIII are
already there but the organizational behavior of each small legal entity within the VEs is the key
challenge as those companies might not get ready or would not like to go through with such new IS
strategy based on ERPIII concept. Another problem is who should be responsible for handling the
ERPIII systems. Commonly the third-party consulting companies such as IBM and Accenture ought
to be the actor. But the original ERP vendors (e.g. SAP) who design and develop ERPIII idea would
worry this approach as they think it could make them lose the influence on their customer side (i.e.
the end users). (Interview Memo with Industry Principal Manufacturing Discrete and Process
Manager, SAP UK, 8" March 2012)

4.2 ERPII systems use in extended enterprise (Quadrant 2)



In Quadrant 2 of the DERG-ERP (cf. Figure 1) the EE is shown. As market keeps moving and
changing, business strategy and collaboration design are not only based on the consumer demand but
also influenced by the industry-specific and new entrants. Manufacturing firms should therefore
extend the scope of their strategic partnerships into upstream (suppliers) and downstream (customers)
across the entire product/service value chain, in order to strategically forecast the marketing demand,
manage and control the supply, get more flexible and more responsive to customer, and adapt
different consumer requests.

“Well, it (i.e. the business strategy) is based on customer demand ... we have spent a lot of time ... to
increase our response of flexibility to customers while still providing our customers with the surety
of supply that they desire.” (Supply Chain Programme, UK Company C, 23" May 2011)

“l think we changed our business model based on the way (that) the industry was changing ... the
major players in the industry [are] suppliers, customers, partners, competitors ... As different
competitors came into the marketplace, we had to adapt [different business customer demands].”
(Supply Chain Tech., UK Company C, 23" May 2011)

“... manage good at have a look at customer account so like the OEMSs (Original Equipment
Manufacturers) and disties ... manage their supply ... analyzed their forecast (and) make sure ...
having their supply to meet the manufacturing needs ... the goal was really to be more responsive to
customers ... we have put a lot of processes and places ... to be more flexible and more agile.” (B2B
Tech., UK Company C, 24™ May 2011)

Therefore the EEs best serve medium-to-large sized operations that have aspirations to form close
partnerships within an extended value chain. However, the cooperation within EEs would sometimes
pursue a ‘self-centered’ approach which is differing from the virtual intercommunication within the
VEs. With the purpose of having a clear market-driven foresight, partnerships are normally led and
supervised by the most strategically influential member (e.g. manufacturer or prime contractor).

“... But our customers themselves do not have a clear picture of what is coming in the future ... In
fact quite often they rely on us to tell them what we think is coming in the future.” (Supply Chain
Programme, UK Company C, 23" May 2011)

Once the competencies get matured, EEs need to design and develop a completely ‘end-to-end’
solution or a package rather than merely simple product/service for the customers, in order to create
their own ecosystem or even compete in some new markets by sharing the company resources and
outsourcing complementary/peripheral activities. Simultaneously the partners seek to eliminate any
non-critical or unsuccessful members and the remaining ones try to establish a more stable,
connected and long-term venture in order to lower transaction costs.

“... developed their own ecosystem ... they have done well at ... design completely end-to-end
solution for customers ...” (B2B Tech., UK Company C, 24" May 2011)

“We are going to compete in those new markets ... We need to figure out who we are going to work



with ... we will work closely with Nokia ... on new mobile phone device ...” (Supply Chain
Programme, UK Company C, 23" May 2011)

From the IS perspective, EEs require the corresponding ERP systems to be able to support the more
agile and more responsive manufacturing operations; set up the connections between firms,
customers, suppliers and third-parties relying on real time information against manual intervention
and data entry by linking different ERP systems. Additionally, ad hoc modules such as Supply Chain
Management (SCM), Customer Relationship Management, Enterprise Data Warehouse (EDW) and
Decision Support System (DSS) are expected to be implemented for managing the extended
relationships whilst supporting internal decision making and business process re-engineering.

Thus, ERPII systems which extend traditional ERP capabilities are considered to be the most
appropriate one for EEs as it cover the supply chain management and customer relationship functions
that may involve active participation from other legal entities. ERPII systems can be business driven
top down tasks that can be directly used for achieving goals and formulating strategy across company
boundaries (e.g. supply chain policies and collaborative forecasting with suppliers). ERPII is best
used when core competencies of strategic partners in an enterprise are currently, and in the near
future, highly engaging and therefore highly likely to be needed in new collaborations, with new
modus operandi.

“... we change our [business] process be more flexible ... be more responsive as well external to
customers ...\We need to get the information from them and be able to respond automatically [and]
we need remove this manual data entry ... So really business-to-business most of the job is how can
we set up connections between customers, suppliers, third-party’s ERP systems and link them to our
ERP system. So we get real time information that reduces the time line but also reduces manual
intervention (and) manual work ...” (B2B Tech., UK Company C, 24" May 2011)

“... I'would say this is an increasing need from our customers for more B2B ... A few years ago, we
worked with several of our customers to implement RosettaNet net connections. And then more
recently, we have got a lot of requests for EDI which is more machine specific — machine to machine
connections ... for our SAP systems ... | think we call it the ‘next generation B2B hub’ ... you have
got CRM module, SCM module, various modules ... We still have many different packages ...
DSS ... which we have built that relies on data. So our structure is you got SAP ... all the data from
that is stored into something called “EDW?” ... all of our data get stored. Then we use tools like DSS
to search through that data to create reports and data information which enable us to take decisions on
what to do.” (Supply Chain Programme, UK Company C, 23" May 2011)

“... We have created a customer service management systems (which is own CRM) ... There is some
data interchange between CRM systems and SAP systems ... besides of our ‘three core systems’ we
have ‘two core portals’ ... the other one (portal) is called ‘supplier portal” which is used to manage
our suppliers ... we have realized a good information sharing between internal and external via this
portal ...” (Chief Information Officer, Zoomlion, 12" August 2011)

4.3 Traditional ERP systems use in vertically integrated enterprise (Quadrant 3)



In Quadrant 3 of the DERG-ERP (cf. Figure 1) the VIE is used. Marketing saturation and
product/service maturity requires the manufacturing enterprise to well establish a market viability
while the business strategy mainly aiming for high profit margins, lower cost and large economic
scale. Value members may seek whole ownership of assets that they have become interdependent
upon to achieve competitive advantage around the industrial environment.

Mergers and Acquisitions (M&A) and outsourcing strategies are often taken on board for VIEs
structure. At the same time, quality of product/service needs to be standardized, specified and
checked. Functional processes from different areas are integrated for achieving high efficiency of
manufacturing operations instead of agile manufacturing strategy. Companies that go through with
VIEs also try to stretch their product/service portfolio as well as establishing long-term stable
collaboration to reinforce the competitive competences and industrial position.

“... we have become the best one and leader in this industry after we have acquired some concrete
factories, quarrying firms and electronic power station ... We always go through with the
standardized manufacturing ... which concrete type the customers require; how many cubic concrete
do they need ... the benefit of merging and acquiring the quarrying firms is that we have solved our
resource problem — especially for some non-renewable resources; also the quality can be better
controlled ...” (General Manager, Lanye, 19" July 2011)

The VIE serves large single manufacturing operations well, as they require ERP systems to support
all core processes and provide a high level of intra-firm integration. Such systems are relatively good
at long term issue based (or problem solving) tasks and help accomplish business driven top down
goals, although do not directly contribute towards strategic decisions, and so therefore are relatively
reactive to strategic and environmental business changes. They are best used when core competencies
of strategic partners in an enterprise are currently highly engaged but may decline in attractiveness in
the future; hence allowing for transaction costs and scale of economies to be achieved.

“... the current ERP systems that we use are mainly support our core operational business processes
including the procurement, manufacturing, sales and marketing, finance and human resource
management ... with the upstream of our supply chain, some of the peripheral activities like
quarrying can be outsourced to strategic cooperator and we would have a good communication via
our Web interface ... However, most of the functional modules that we have got are ‘off-the-shelf’
which lack of the customization that can specifically support our manufacturing business processes;
on the other hand, the customized ERP systems are much too expensive ...” (Chief Executive Officer,
Wanghai, 20" July 2011)

4.4 Defunct enterprises and information systems misuse (Quadrant 4)

In Quadrant 4 of the DERG-ERP (cf. Figure 1) the defunct enterprise (DE) is shown. DE’s occur
when strategy, structurization or IS policy have gone wrong or are premature — no plans are made to
have joint ventures; the challenge for managers is to move to any other type of enterprise quickly. In
DEs ERP is typically not widely used, used inappropriately or without any great effectiveness. Tasks
are normally driven by bottom up information technology purposes lacking strategic congruency.



4.5 Dynamic transformational routes of six manufacturing firms: holistic observations

As illustrated above, the principles of each paradigm of DERG-ERP are interpreted along with initial
observations and part of verbatim transcripts. It is important to note that each case is not only applied
to one type in DERG-ERP contingency framework; but are strategically shifting from one trend into
another as shown by Figure 2 which also indicates the potential transitions between each trend
(quadrant) in DERG-ERP.
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Figure 2. Transformational routes of six cases

Figure 2 generally summarises the transformational routes experienced by six manufacturing
companies in the UK and China, which also demonstrates the correlations between ERP systems
capabilities and Collaborative Enterprise Governance. Specifically, it points out that VIEs could
directly shift into EEs by developing ERP to ERPII (e.g. Company C, D, F) and vice versa (e.g.
Company A); EEs could directly shift into VEs by developing ERPII to ERPIII (e.g. Company C, D)
and vice versa (e.g. Company A, B, E); and VIEs could directly transform into VEs by developing
ERP to ERPIII (e.g. Company E) and vice versa (N/A in this paper).

From a holistic view there are three emerging interesting observations based on Figure 2 and above
discussion, which currently have still not been fully tested, and need more evidence and supportive
data:

= Most of the manufacturing companies which apply VIEs strategy are traditional large sized and
production-based firms. They normally use traditional ERP systems or may use ERPII.

= Most of the manufacturing companies which apply EEs strategy are relatively innovative
medium-to-large sized firms with hybrid production-based and service-based strategies. They
normally use ERPII systems or may still use traditional ERP or try to embrace the ERPIII concept.

= Most of the manufacturing companies which apply VEs strategy could be the innovative
small-to-medium sized and production-based or service-oriented firms; and they might be
relatively innovative medium-to-large sized firms with a hybrid production-based and



service-based strategies; if they are large sized firms but still want to go through with VEs, the
corresponding manufacturing strategy is suggested to be purely focus on the servitization. These
firms normally use ERPIII systems or do not implement any ERP systems and may adopt other
types of information systems.

4.6 An illustration of the new DERG-ERP (cf. Figure 1)
Figure 1 gives a simple consolidated conceptual framework for static and dynamic views of
ERP-CEG design and management. Table 3 illustrates Figure 6 in small bite-sized chunks to explain
such ‘static’ and ‘dynamic’ components of the new DERG-ERP observable in six manufacturing
companies.

Table 3. The DERG-ERP illustrated using transitions from the cross-case studies

DERG-ERP component

Static Dynamic | Provenance from literature Ilustration from empirical research
Quadrant 1 * Quick and dynamic inter-firm collaboration through business | The printCo. (Company A and B) is setting up on a small
Virtual process management venture embracing large amount of collaboration

enterprise (VE)

« Psychological issues such as trust and conflict are critical

with ERPIII success factors This is the future enterprise management (EM) and IS
« Flexible, agility, loose, temporary and dynamic project based | strategy for Zoomlion (Company D)
collaborative venture
« ERPIII systems accelerate quicker and more dynamic Lanye (Company E) applies the VE strategy for integrating
business network communication different plants in different locations assisted by VPN
« ERPIII contains a flexible, agent-based ICT architecture (Virtual Private Network) and ERP systems
« Assisted by SOA, cloud computing, PaaS, SaaS and other
web-based tools.
« Potential high risk with fragmented resource base
Quadrant 2 * Medium transaction cost with relatively lean resource base The electronic Co. (Company C) is trying to
Extended * BPR for medium degree of inter-organizational integration integrate with upstream and downstream partners by

enterprise (EE)

« ERPII can enable high level integration of internal and

connecting different ERP systems

with ERPII potentially external operational processes
« Moderate supplier-customer relationships and collaborative Zoomlion (Company D) carried out new business strategy
alliances are managed by SCM, CRM, etc. systems for re-locating its value members: joint partners, suppliers,
approaching the virtual value chain concept customers, and even competitors.
* More stable, strategic, close and permanent collaborative
venture focused
Quadrant 3 « High degree of functional units integration involving After ERP systems launch Zoomlion (Company D) had
Vertically predominantly production processes high level of intra-integration
integrated « Potentially permanent with high degree of intra-integration

enterprise (VIE)

with traditional

« Promotes business process re-engineering

« Extensive internal resource and low transaction cost

Wanghai (Company F) has achieved a real internal resource

integration by adopting a full ERP system package

ERP « Proprietary ERP supposedly built upon real-time information
Quadrant 4 * No profits achievable Zoomlion (Company D) is initially founded on a high-tech
Defunct  Rare IT/IS implementation or no ERP academic institution without any explicit profitable




enterprise with
limited IT/IS

efficiency

.

.

.

.

Fixed single company configuration
No active engagement in a current collaborative activity
IT driven strategy via ‘bottom-up’ approach

Company focuses on solving ‘issues-based’ problems

purposes

Wanghai (Company F) was a scrap recovery plant without

any enterprise management and IS strategy

Q3toQ2 « Business processes re-engineering and lean thinking must be | By re-classifying the value members and re-designing
From VIEs to adopted in parallel business processes, Zoomlion’s (Company D) new
EEs by » The most valuable members who engaged in the entire value | production line is based on collaborative alliances with
developing chain have transferred from outside company boundary to ERPII systems.
ERP to ERPII inside enterprise boundary
« A new strategic partnership has revived an existing and The electronic Co. (Company C) has developed its ERP
proven enterprise module by deploying it in extended systems by extending the functional modules involving
enterprises context SCM, CRM and EDW to address the real
« ERPII replaces ERP with SCM and CRM tools to gain business-to-business integration
medium inter-integration rather than merely intra-integration
Q2toQ3  The enterprise with predominantly medium asset specific The print-on-demand Co. (Company A) has gained a large
From EEs to content and information systems move to adopt ‘lock-in’ scale of economies by integrating and cooperating with
VIEs by tactics to gain industrial dominance and market share different functional entities such as logistics, publishers,
changing « For the purpose of achieve economies of large scale; known | etc. in a whole
ERPII to ERP as the ‘shake-out’ stage
« Shifting ERPII systems into ERP but still keep the intelligent
ICT applications such as SCM, CRM, etc.
Q2t0Q1 « Successful stable ventures trigger the creation of new The electronic Co. (Company C) plans to design and
From EEs to temporary, agile, and dynamic ventures implement the SOA-based ERP systems to become more
VEs by * Requires open minded management with proactive IT/IS agile, flexible and responsive to the customers
developing strategies
ERPII into  Focus on temporary market opportunity through short-term In the future Zoomlion (Company D) would test its partial
ERPIII collaboration development from EE into VE to address
« Enterprise strategies shift from company centric into cost-effectiveness, product uniqueness, business network
“borderless enterprises” optimization, and short-temporary seamless issues with
» Upgrading from ERPII to ERPIII would maximize the industrial third parties
companies’ flexibility and adaptability for coping with a
quick response to the business environment
« ERPIII, SCM, CRM, applications merged with SOA, SaaS,
cloud computing, etc. can optimize global supply chain
integration
QltoQ2 « Strategic move for successful ventures depending on existing | The printCo. (Company B) has moved from VE to EE
From VEs to mutual relationships and experiences based on its existing mature and successful business
EEs by « Existing partnership with expertises and knowledge partnerships
changing management are critical to establish common strategies
ERPIII into regarding culture, trust, preferable IS issues Lanye (Company E) may apply EE to achieve a more stable
ERPII « Changing ERPIII to ERPII for better governing medium-long | organizational structure with medium-long term

term relationships with suppliers and predicting customers’

demands

relationships. In this case, ERPII would be used based on

strategic alliances instead of web-based technology

QltoQ3

In the case of highly asset specific can be controlled or

As soon as completing virtual business network around




From VEs to influenced by former partners internally both intra and inter-company scope, Lanye (Company E)
VIEs by « Try to extend business portfolio and product/service gradually changes its enterprise structure from VE into VIE
changing differentiation to cover whole supply chain cycle via to gain more market profits and bargain power against its
ERPIII into ‘forward-V1I’ or ‘back-VI’ strategies competitors within the same industry
ERP « Changing ERPIII to ERP aiming at in-house IT/IS

development, in order to reduce the transaction cost
Q3toQ1 « Traditional VIE or M&A strategies try to seek new After re-assigning the value member classification, Lanye
From VIEs to innovative ventures to sustain their competitive (Company E) has transformed from VIE into VE by setting
VEs by « ERPIII replaces ERP towards a more flexible and agile up its own “Virtual Private Network’ (VPN) and ERP-GPS
developing information systems. Web-based technologies and other ICT | for achieving agile and quick or even the leagile
ERP into tools will assist such newly enterprise management (EM) manufacturing in response to the dynamic complex
ERPIII patterns marketing demands

5. Conclusion

This paper summarises recent trends in ERP systems development and enterprise management;
develop and induct a new contingency framework, the Dynamic Enterprise Reference Grid for
Enterprise Resource Planning (DERG-ERP) to explain correlations between ERP system types and
enterprise structures, particularly from the manufacturing perspective. This new model is illustrated
using empirical research based on six manufacturing companies in the UK and China. Principles and
key components of each trend as well as the transitions between them in the DERG-ERP are clearly
presented and explained.

In all cases it was observed that traditional ERP was associated with VIEs, ERPII with EEs, ERPIII
with VE and limited IS and IT was observed in DEs — the “best fit” between the two disciplines (i.e.
ERP and CEQG); therefore the authors claim that there is also a correlation between each of these
pairings. The DERG-ERP contingency framework is limited by being based on only six
manufacturing companies; and so is currently being tested on other service and manufacturing
companies in the UK and China. This work contributes to a gap in extant literature about the
correlation between ERP systems and manufacturing enterprise strategies; and gives some practical
decision support to guide IS and enterprise managers.

References

Akkemans, H., Bogerd, P., Yucesan, E. and Van Wassenhove, L. (2003). The impact of ERP on
supply chain management: exploratory findings from a European Delphi Study, European Journal of
Operational Research, 146/2, 284-294.

Al-Mudimigh, A., Zairi M. and Al-Mashari, M. (2001). ERP software implementation: An integrative
framework, European Journal of Information Systems, 10, 216-226.

Argyres, N.S. (1996). Capabilities technological diversification and divisionalization, Strategic
Management Journal, 17, 395-410.

Bagchi, S., Kanungo S. and Dasgupta, S. (2003). Modeling use of enterprise resource planning
systems: A path analytic study, European Journal of Information Systems, 12, 142-158.

Baines, T., Lightfoot H. and Smart, P. (2011). Servitization within manufacturing: Exploring the
provision of advanced services and their impact on vertical integration, Journal of Manufacturing
Technology Management, 22/7, 947-954.




Bala, H. and Venkatesh, V. (2007). Assimilation of interorganizational business process standards,
Information Systems Research, 18, 340-362.

Banker, R. D., Chang H. and Kao, Y. (2010). Evaluating cross-organizational impacts of information
technology: An empirical analysis, European Journal of Information Systems, 19, 153-167.

Binder, M. and Clegg, B. T. (2007). Enterprise management: A new frontier for organizations,
International Journal Production Economics, 106, 409-430.

Bond, B., Genovese, Y., Miklovic, D., Wood, N., Zrimsek, B. and Rayner, N. (2000). ERP is
dead-long live ERPII. Retrieved November 8, 2009, from
http://www.pentaprise.de/cms_showpdf.php?pdfname=infoc_report

Byrne, J.A. and Brandt, R. (1993). The virtual corporation. Business Week, February 8, 36-41.

Chen, 1. J. (2001). Planning for ERP systems: Analysis and future trend, Business Process
Management Journal, 7/5, 374-386.

Cheng, Y., Faroog S. and Johansen, J. (2011). Manufacturing network evolution: A manufacturing
plant perspective, International Journal of Operations & Production Management, 31/12,
1311-1331.

Cho, H., Jung M. and Kim, M. (1996). Enabling technologies of agile manufacturing and its related
activities in Korea, Computers and Industrial Engineering, 30/3, 323-334.

Daniel, E.M. and White, A. (2005). The future of inter-organizational system linkages: findings of an
international delphi study, European Journal of Information Systems, 14, 188-203.

Davenport, T. H. July-August (1998). Putting the enterprise into the enterprise system, Harvard
Business Review, 121-131.

Davis, E.W. and Spekman, R.E. (2004) Extended enterprise: gaining competitive advantage through
collaborative supply chains. New York, USA: Financial Times Prentice-Hall, 20.

Drazin, R. and Van de Ven, AH. (1985). Alternative forms of fit in contingency theory,
Administrative Science Quarterly, 30, 514-539.

European Commission (2003). Commission recommendation of 6 May 2003 concerning the
definition of Micro, small and medium sized enterprises, Official Journal of the European Union,
L124 1422, 36-41.

Galliers, R.D. (1994). Information systems, operational research and business reengineering,
International Transactions in Operational Research, 1/2, 159-167.

Glaser, B. G., and Strauss, A. L. 1967. The discovery of grounded theory: strategies for qualitative
research. Aldine, New York, NY.

Goldman, S.L., Nagel, R.N. and Preiss, K. (1995) Agile competitors and virtual
organizations-measuring agility and infrastructure for agility. Van Nostrand Reinhold, International
Thomas Publishing, London.

Gottfredson, M., Puryear R. and Phillips, S. (2005). Strategic sourcing from the periphery to the core,
Harvard Business Review, 83/2, 132-1309.

He, X. (2004). The ERP challenge in China: a resource-based perspective, Information Systems
Journal, 14, 153-167.

Henningsson, S. and Carlsson, S. (2011). The DySIIM model for managing IS integration in mergers
and acquisitions, Information Systems Journal, 21/5, 441-476.

Joskow, P. L. (2003) Vertical integration. Handbook of New Institutional Economics, Kluwer,
December 2, 25.



Kidd, P.T. (1994) Agile manufacturing: forging new frontiers. Addison-wesley Publishing Company
Inc., USA.

Krishnamurthy R. and Yauch, C.A. (2007). Leagile manufacturing: a proposed corporate
infrastructure, International Journal of Operations & Production Management, 27/6, 588-604.
Lyman, K. B., Caswell N. and Biem, A.. (2009). Business value network concepts for the extended
enterprise. In Proceedings of the Network Experience, (PHM Vervest et al., Eds), Springer-Verlag
Berlin Heidelberg 20009.

Lynch, R. (2003) Corporate strategy. Third ed., Harlow: Prentice Hall Financial Times.

Madu, C.N. and Kuei, C. (2004). ERP and supply chain management. Chi Publishers: Fairfield, CT.
Maurizio, A., Girolami, L. and Jones, P. (2007). EAI and SOA: factors and methods influencing the
integration of multiple ERP systems (in an SAP environment) to comply with the Sarbanes-Oxley
Act, Journal of Enterprise Information Management, 20/1, 14-31.

Michel, R. (2000). The road to extended ERP. Retrieved May 8, 2009, from
http://www.manufacturingsystems.com/extendedenterprise

Moller, C. (2005). ERPII: A conceptual framework for next-generation enterprise systems, Journal of
Enterprise Information Management, 18/4, 483-497.

Olsen, K.A., & Setre, P. (2007). IT for niche companies: is an ERP system the solution, Information
Systems Journal, 17, 37-58.

Rayport, J.F. and Sviokla, J.J. (1995). Exploiting the virtual value chain, The McKinsey Quarterly, 1,
21-36.

Rodon, J.,, Sese F. and Christiaanse, E. (2011). Exploring wuser’s appropriation and
post-implementation managerial intervention in the context of industry 10IS, Information Systems
Journal, 21, 223-248.

Rosenzweig, E.D. (2009). A contingent view of e-collaboration and performance in manufacturing,
Journal of Operations Management, 27/6, 462-478.

Shridar, J.M. and Shailendra, R. (2002). Virtual manufacturing: an important aspect of collaborative
product commerce, Journal of Advanced Manufacturing Systems, 1/1, 113 — 119.

Strauss, A. and Corbin, J. (1990) Basics of qualitative research: grounded theory procedure and
techniques. Sage, Newbury Park, CA, London.

Torbacki, W. (2008). SaaS — direction of technology development in ERP/MRP systems, Archives of
Materials Science and Engineering, 31/1, 57-60.

Vathanophas, V. (2007). Business process approach towards an inter-organizational enterprise system,
Business Process Management Journal, 13/3, 433-450.

Vazquez-Bustelo, D. and Avella, L. (2006). Agile Manufacturing: Industrial Case Studies in Spain,
Technovation, 26, 1147-1161.

Vinodh, S., Sundararaj, G., Devadasan, S.R., Kuttalingam, D. and Rajanayagam, D. (2010).
Achieving agility in manufacturing through finite element mould analysis: an application-oriented
research, Journal of Manufacturing Technology Management, 21/5, 604-623.

Xu, W., Wei Y. and Fan, Y. (2002). Virtual enterprise and its intelligence management, Computers
& Industrial Engineering, 42, 199-205.

Zhang, C. and Dhaliwal, J. (2008). An investigation of resource-based and institutional theoretic
factors in technology adoption for operations and supply chain management, International Journal of
Production Economics, 120/1, 252-269.



Postponement Strategies in the International Clothing Industry:

An Empirical Study

B. L. MacCarthy
Nottingham University Business School
bart.maccarthy@nottingham.ac.uk

P.G.S. Amila Jayarathne
Nottingham University Business School
lixpgj@nottingham.ac.uk

Abstract

Although the clothing industry is one of the oldest industries in the world it continues to
contribute significantly to the world economy and to global trade. It is a major export industry
for a number of countries, particularly for some developing economies. It is also globally
distributed, with most countries producing some types of clothing products. The abolition of
trade barriers, the fast pace of globalization, and the emergence of global retailers and global
markets for clothing products, have combined to accelerate the mobility of clothing supply
networks. Many firms in the clothing industry seek to develop and enhance their
responsiveness capabilities in order to engage and compete successfully in international
clothing supply networks. As demonstrated by studies in a number of sectors, postponement
strategies have the potential to improve responsiveness. However, postponement has been
defined and interpreted in different ways. Here we examine the relevance of different types of
postponement and different postponement strategies in the context of the clothing sector and
highlight the relevance and importance of postponement in planning phases. In particular the
concept of staged planning postponement is introduced, defined and examined with regard to
different types of clothing supply networks. Evidence is presented from a study carried out at
the supply network level to examine planning postponement in different types of clothing
supply network. The results show that postponement strategies differ across different types of
clothing supply network. The managerial implications for the different entities involved in
clothing supply networks are discussed and potential avenues for further studies in the
clothing sector and other sectors are noted.

Key words: Clothing industry, Postponement, Planning cycle
1. Introduction

The international clothing industry contributes significantly to the world economy, being one
of the largest international export industries. It is also one of the most globally prevalent as
most countries produce some types of clothing products (Gereffi and Frederick 2010).
Clothing supply networks continue to change and develop due to changes in consumer
demand and in retailer sourcing strategies, and the removal of barriers to international trade in
textiles and clothing (Martin 2007).

Clothing supply networks are ‘retailer-driven’ (Gereffi 1999, and Tyler et al 2006). Retailers
significantly influence network structures, relationships and management in order to develop
and maintain responsiveness (Forza and Vinelli 2000, Masson et al 2007, Bhardwaj and
Fairhurst 2010, Yi et al 2011).



Responsiveness can be enhanced through postponement strategies (Yang et al 2004).
Although several types of postponement strategies are discussed in the literature, their
application in the clothing industry is limited owing to the characteristics of garment design
and production processes. Form postponement, the most commonly referred to postponement
type, is difficult to apply in the garment production process. Managing the planning cycle
well is crucial in the clothing industry (Forza and Vinelli 2000, Xiao and Jin 2011). Although
postponement in planning has been noted in passing in the literature, the concept has not been
clearly defined, described or analysed using empirical evidence to date. Addressing this gap,
the first objective of this study is to introduce and clearly define the concept of postponement
in planning. The second objective is to examine planning postponement in different types of
supply networks in the clothing industry, a topic not addressed to date in the literature.

The paper first reviews relevant literature on postponement, highlighting research gaps and
justifying the objectives of the current study. The methodology adopted for the study

is then described. Using data collected in the field, a new version of postponement — planning
postponement- is presented and the degree of planning postponement practiced in different
types of clothing supply networks is examined. The results and findings are discussed in
detail and their implications highlighted. The limitations of the study and potential avenues
for further work are noted in the concluding section.

2. Literature Review

Clothing supply network members include designers, textile suppliers, apparel manufacturers,
distributors, embellishment suppliers, and retailers. The latter are the most powerful players
(Gereffi 1999, Tyler et al 2006). Different types of retailer operate with different goals,
objectives and motivations to serve different market segments (Barnes and Lea-Greenwood
2006, Gereffi and Frederick 2010, Sen 2008).

Zara is well-known in the fashion market and is differentiated by its high level of vertical
integration compared to many of the major clothing retailers. 60% of its production is carried
out in-house in Europe and in neighboring countries, 40% of its fabric is sourced from its
parent, the Inditex company. It has its own design resources and embellishment facilities
(Tokatli 2007, Gallaugher 2008). In contrast, Primark, a leading UK retailer in Fast Fashion
(MacCarthy & Jayarathne 2010), does not own production facilities but uses large scale and
long term contracting and sub-contracting with over 400 suppliers in countries such as India
and Bangladesh (www.sdlgreenstone.com, 2008). Benetton has utilized both franchising and
sub-contracting in maintaining relationships with downstream and upstream network partners,
respectively (Camuffo et al. 2001). Lewis et al (2008) discuss the differences between Zara
and the international trading company, Li and Fung, with respect to global network structure,
global resource leverage and digital enablement capability.

The diversity in retailers’ goals, motivations and sourcing strategies, along with the other
market dynamics has resulted in differences in clothing supply networks. No classification
scheme exists that focuses on supply networks in the clothing sector, notwithstanding the
importance of the sector globally in terms of economics and employment (Gereffi and
Frederick 2010). In the initial part of this study MacCarthy and Jayarathne (2012) have
identified six main types of clothing supply network structures. They are described briefly in
the appendix.



Clothing supply networks need to develop and maintain responsiveness strategies in the
international context to be competitive in supplying major retailers (eg. - Storey et al 2005,
Lee 2002, Cravens et al 1996, Ernest and Kamrad 2000). Responsiveness can be enhanced
through postponement strategies (Yang et al 2004b, Yang et al 2007). Graman and Magazine
(2006) note that low forecasting accuracy increases the need for postponement in the clothing
industry.

Postponement is a concept that has been applied in the business world extensively since its
origins in 1920s (Boone at al 2007). The term was originally used in the marketing literature
to describe an approach to reduce the risk and uncertainty costs in the differentiation of goods.
Increased environmental uncertainty, increases in product variety and the need for quick
response to market demands has increased the attention on postponement (Yang et al 2005).

Several definitions have been given for the postponement, only few are noted here. Van Hoek
(2001) defines postponement as a concept whereby activities in the supply chain are delayed
until a demand is realized. Postponement involves redesigning the product or the production
process so that the point of differentiation is delayed as much as possible before a customer
order is received (Yeh and Yang 2003). Bucklin (1965) defined postponement as a dimension
of sequence and timing based on the concept of substitutability (Yang et al 2007). A feature
of these different definitions is that postponement has been used two views - delaying
activities (timing of performing certain activities) and/or changing the sequence of activities.

Different versions of postponement have been discussed in the literature. Form postponement
— delaying commitment to the final product form until some late point in the production
process - is the most common version discussed. Time postponement delays the product
differentiation point until customer orders have been placed. Deferral of the pricing decision
until demand uncertainty is resolved is known as price postponement (Van Mieghem and
Dada 1999). In purchasing postponement the purchase of raw material is delayed up to the
point of production. In product development postponement, initially focusing on product
specification decisions that are likely to remain stable, design decisions about less stable
portions of the product can be postponed until better information is available (Yang et al
2004a). Products may also be designed so that specific functionality is not set until the
customer or end-user receives it (Brown et al 2000). Place postponement occurs when the
final destination of a finished product is left undecided until clear demand signals are received.
Upstream postponement, downstream postponement and distribution postponement are also
types of postponement strategies noted in the literature (Waller et al 2000).

A number of these types of postponement strategies are infeasible or have limited application
in the clothing industry. For instance, form postponement, the most commonly used one, is
difficult to apply in garment production as all the key product attributes — fabric, style, colour,
size — are committed at the cutting process, which is the first value adding operation in the
garment production process (MacCarthy & Jayaratne , 2010). Place postponement is
applicable and used to some extent as finished garments are mostly pooled in the central
warehouse of the retailer and distributed to different locations depending on actual or
predicted demand locally.

Postponement has been used in the clothing industry in colouring processes. Uncoloured
garments are imported and dyed locally when demand is visible (Bergvall-Forsberg and
Towers 2007). Yeh and Yang (2003) note that instead of dying fabric, dying the garments
increases responsiveness while bringing cost advantages. The well known example of
Benetton illustrates the concept of dying postponement (Dapiran 1992). However, there are



significant limitations on the types of garment that can be produced by restricting garments to
a single shade.

Importantly, the discussion of the postponement in the clothing industry is mostly limited to
this kind of ‘dyeing postponement’, which is a significant gap. These phenomena show that
typical postponement strategies are less feasible in the contemporary clothing industry as the
characteristics of existing postponement strategies do not strongly match with the
characteristics of the clothing industry. A different perspective on postponement is necessary
in the context of clothing supply networks.

Managing the planning process is crucial in uncertain environments in order to increase the
responsiveness (De Toni and Meneghetti 2000, Brun et al 2008). According to Xiao and Jin
(2011) in the contemporary clothing industry new products are launched rapidly resulting in a
short product life cycle and a large number of selling seasons within a year. In these
circumstances, if a retailer ordered more than the actual demand, it has to reduce its prices to
sell the remaining inventories at the end of the selling season (the markdown problem). Hence,
effective order management including production planning process is critical. Forza and
Vinelli (2000) illustrated the traditional production system in the clothing industry and
emphasize the significance of the planning cycle for time compression in terms of reducing
fabric production, and garment throughput time..

Some elements of postponement in planning have been mentioned in the literature ( Fisher et
al 1994, Yang et al 200)) However, the potential for applying postponement principles in the
planning cycle has not been developed and the concept has not been defined or articulated in
any detail or with any precision. This is one of the gaps in the literature addressed in this
study under the first objective.

Some studies have discussed the interrelationship  between the typical
speculation/postponement strategies and supply networks. For instance, Yeung et al (2007)
explain that balanced structures, in which entities enjoy equal power and without customer
information, need speculation strategies. A customer dominated network needs purchasing
postponement while production postponement is needed for manufacturer dominated network.
Product development postponement strategy is appropriate for virtual supply chains in which
many suppliers and many customers operate with full information and process integration
utilizing advance technology. Lee (2002) notes that although efficient supply networks are not
suitable for postponement strategies, purchasing postponement and logistic postponement are
suitable for risk-hedging supply chain, while product design, production, logistics, price and
product postponements are applicable in responsive supply chain. All types of postponement
strategies — product design, purchasing, production, logistics, price, and product
postponement - are applicable in agile supply chains.

Yang and Burns (2003) and Boone et al (2007) claim that the implementation of
postponement strategies leads to supply chain re-configuration. Van Hoek (1999) develops a
framework linking degree of outsourcing, level of postponement and spatial network
configuration. Importantly, Yang and Burns (2003) advocate that postponement should be
studied in association with various supply chain configurations according to the market
demands. However, this has not been addressed to date. This motivates the second objective
of the study — to examine the planning postponement in different types of supply networks in
the clothing industry.



The literature indicates that postponement strategies may be influenced by several factors
such as product characteristics (Pagh and Cooper 1998, van Hoek et al 1998, Waller et al
2000, Olhager 2003, Appelqvist and Gubi 2005, Yang et al 2005, Mason-Jones and Towill
1999), market and demand characteristics (Pagh and Cooper 1998, Cvsa and Gilbert 2002,
Olhager 2003, Yang et al 2004a, Yang et al 2004b, van Hoek 1998, and van Hoek et al
1998), manufacturing practices (Pagh and Cooper 1998, Olhager 2003, Yang et al 2005),
information and communication technology (van Hoek 1998), operating characteristics (van
Hoek 1998), technology and process characteristics (van Hoek 1998), supply chain strategy
(Mason-Jones and Towill 1999), supply chain integration and control (Yang and Burns 2003),
and relationship between buyer-supplier (Mikkola and Skjott-Larson 2004).

These factors also influence the structure of the supply networks. For instance, product
characteristics (eg. Fisher 1997, Caniato et al 2011), market and demand characteristics (eg.
Naylor et al 1999, Lee 2002), integration (eg. Nassimbeni 1998, Stock et al 2000), buyer-
supplier relationship (eg. Gereffi et al 2005, and operational activities (eg. Miles and Snow
1992 Nassimbeni 1998), have been used as dimensions on which to classify and identity
different network structures. Thus, it is reasonable to assume as a starting point for the second
research objective that the planning postponement strategies are likely to be different across
different clothing supply networks (Hypothesis 1).

3. Methodology

The unit of analysis defined for this study is a clothing supply network that includes a retailer
sourcing from a prime manufacturer. This is an exploratory study that investigates clothing
supply networks where the prime manufacturing partner is located in Sri Lanka. It is an
extensive study comprising twenty six clothing manufacturers serving thirty nine international
retailers, and generating seventy three different supply networks in total. It addresses a further
gap in the literature as it looks at postponement at a network level.

Sri Lanka is one of the top 15 clothing supplying countries that supply 87% of the world’s
clothing market (Gereffi and Frederick 2010). The country maintains a strong reputation as a
preferred supplier for major retailers in the EU and in US (Kelegama 2005, Wijayasiri and
Dissanayaka 2008). As Sri Lanka supplies a wide range of garment types for a diverse set of
retailers, the study exhibits diversity in network structures, and operational strategies
including postponement.

The Selection of the prime manufacturer as a proxy for a supply network is supported by
Humphrey and Schmitz (2001). Prime manufacturers can provide key insights on supply
networks on both upstream and downstream aspects in the clothing industry. However, this
study also includes the retailers’ perspective in addition to the manufacturers’ perspective.

Both qualitative and quantitative research methods have been used. In-depth interviews and
survey are the main research methods of qualitative and quantitative approaches, respectively.
A large number of in-depth interviews were carried out with strategic and operational level
personnel of twenty six clothing manufacturers and eight retail agents (either independent
agents or regional offices of retailers). Observations made by one of the researchers also
provide another source of qualitative data. A survey method has been used to collect specific
data on the timing of commitments made at different planning stages (explained below). Data
collection was carried out in three phases throughout three calendar years - 2009, 2010, 2011.
In addition, secondary data sources such as reports, and publications of government authority,
clothing retailers and retail agents complement the primary data sources. The multiple



methods and sources used have sought to enable triangulation of research findings to increase
validity and reliability.

4. Analysis and Results
4.1 Staged Planning Postponement Strategies

We define a postponement strategy in planning as one that delays the timing of specific
commitments across planning decisions related to sourcing, capacity and production. We call
this a ‘staged planning postponement strategy’.

Figure 1 illustrates this in the context of a clothing network, which operates over a rolling
planning horizon.
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Figure 1: Staged Planning Postponement Strategy in the Clothing Industry

Three planning cycles are identified in Figure 1, namely the development cycle, bulk cycle
and fabric sourcing cycle. The garment design and development cycle is complex with
several stages. For the current study the two major operational planning cycles are considered,
namely bulk operation cycle and fabric sourcing cycle. Studying the development cycle is
advocated as a separate research area.

The process commences with aggregate capacity planning and moves through key stages for
fabric procurement, rough-cut capacity planning and detailed capacity and materials planning.
Precision and detail in order commitment increase at each stage in the process. Regardless of
the type of retailer, manufacturer, or style of the garment, five main planning decisions made
prior to production are identified: planning the aggregate capacity volume; booking fabrics in
greige (undyed) form; commitment to approximate ratios in terms of style; colour and size
(rough cut capacity planning); the colouring of fabrics; and the commitment to exact ratios of
colours and sizes (detailed capacity planning). The nature of these commitments in different
network structures provides an interesting line of research (MacCarthy and Jayarathne 2010).
This study investigates it under the second research objective staged above.



4.2  Staged Planning Postponement Strategies in different Clothing Supply Networks

Staged planning postponement strategies are examined here in different types of clothing
supply network structures. In order to do so the types of clothing supply network structures
that operate in the industry need first to be identified. As noted, MacCarthy and Jayarathne
(2012) have identified six main types of clothing supply network structures (denoted by FI,
US, DS, AG, TC, and TN, and briefly described in the appendix). Planning postponement
strategies have been examined across these six types clothing supply networks configurations
in the empirical study in order to test Hypothesis 1 noted earlier in the Literature Review.

The lead times observed for the five main planning decisions discussed in section 4.1 above
are compared across the six different types of supply network. Figure 2 shows a bar chart,
which compares these five decisions across the six major types of clothing supply networks.
The respective descriptive statistics are given in Table 1. Diversity in the timing of
commitment decisions at different stages in the planning cycle is evident across the different
supply network types.
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Figure 2: Comparison of planning decisions across types of supply networks

Table 1: Descriptive Statistics of the planning postponement in different types of supply

networks
Planning decisions Types of supply networks
US DS Fl AG TN TC
Aggregate Capacity Planning Mean | 62.22 | 97.61 | 90.00 | 104.12 | 109.5 | 115.0
Std.Dev | 6.67 |31.58 | 0.00 | 24.67 | 18.77 | 37.75
Fabric Booking Mean | 56.67 | 87.83 | 82.50 | 83.92 | 85.8 | 85.0
Std.Dev | 11.18 | 19.53 | 10.61 | 17.67 | 15.97 | 8.67
Rough Cut Capacity Planning Mean | 20.89 | 55.44 | 60.00 | 54.08 | 65.80 | 62.33
Std.Dev | 9.79 |12.92| 0.00 | 10.78 | 12.98 | 4.04
Fabric Colouring Mean | 20.44 | 54.39 | 45.00 | 56.46 | 62.50 | 62.33
Std.Dev | 10.12 | 12.82 | 0.00 | 13.12 | 9.66 | 4.04
Detailed Capacity Planning Mean | 14.89 | 44.48 | 41,50 | 37.35 | 55.40 | 62.33
Std.Dev | 2.15 |[17.08 | 2.12 | 13.85 | 17.69 | 4.04




The diversity evident in the descriptive statistics in Figure 2 and Table 1 has been further
verified through a One-way Analysis of Variance (ANOVA), an inferential statistical tool
(Hair et al 2006), to examine whether or not such diversity is statistically significant,
enhancing the rigor of the study. The results of the ANOVA tests are not included here for
brevity. In summary, the results provide enough evidence to accept Hypothesis 1 that staged
planning postponement strategies are diverse across different types of supply networks.

The results further demonstrate that integrated network structures, represented by US, DS,
and FI, delay all the main planning decisions more than that of non-integrated network
structures — AG, TN, TC. However, the results show that among these differences US
networks significantly outperform all the other network structures with respect to all the main
planning decisions in terms of postponement of the main planning stages.

5. Discussion

The study has introduced and defined the concept of ‘Staged Planning Postponement’ and
provided empirical evidence from the international clothing industry to support it. Then, it has
examined and compared the staged planning postponement strategies of different clothing
network types, considering five main planning decisions - capacity planning, booking fabrics
in ‘un-dyed’ form, commitment to approximate ratios, colouring of fabrics, and commitment
to exact ratios. Given the objectives and the current state of knowledge on clothing supply
networks, the study qualifies principally as theory building research (Wacker 2008, Stock
2009); because it introduces a new type of postponement strategy and investigates it in
different network types, which is an acknowledged limitation in existing postponement
studies.

The investigation extends the preliminary arguments on the applicability of postponement
theory in the planning process (Fisher et al 1994, Yang et al 2007, Masson et al 2007). They
mainly explore the potential and the need to delay some capacity decisions, i.e. that
commitment to aggregate capacity (speculative/non-reactive product capacity) can be made in
advance while postponing specific commitments (reactive product capacity) until a later date
closer to the selling season. This work goes beyond these very general ideas. By formalising
and making precise the concepts of staged planning postponement it enriches the preliminary
ideas presented in the literature.

Presenting and analysing empirical evidence on practice in the international clothing industry
further develops these concepts. Rather than simply maintaining two kinds of capacity - non-
reactive and reactive - the study shows the existence of a more developed approach to
planning postponement with five main planning stages. In particular, decisions on aggregate
capacity planning and fabric booking in ‘un-dyed’ form are finalized in advance and
commitment to exact ratios in terms of colours and sizes are made closer to the selling season.
Evidence is also presented on postponement at the network level in the examination of staged
planning postponement in different types of clothing supply networks, which addresses a
knowledge gap noted in the literature (Stock 2009, Yang and Burns 2003, Yang et al 2005,
Boone et al 2007).

The study uncovers that the timing of all the main planning decisions varies across the six
different types of supply network. Networks with strong backward integration (US networks)
outperform in terms of postponement in all the critical planning decisions. Such networks
facilitate commitments later in the planning cycle than other types of supply network. This
provides empirical evidence to support how responsiveness can be enhanced through
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backward integration, as fabric sourcing and processing time have been identified previously
as a major bottleneck in the garment production process, hindering responsiveness (e.g., Forza
and Vinelli 2000, Tyler et al 2006, Barnes and Lea-Greenwood 2006). Networks with strong
backward integration and with close relationships between retailer and prime manufacturers
can delay the main planning decisions more than other types of networks.

Interrelationships between the postponement strategy and supply network configurations have
been noted by several researchers (van Hoek 1999, Lee 2002, Yang and Burns 2003), Yeung
et al (2007) and Boone et al 2007). This study discloses statistically significant differences
across the different network configurations with respect to the degree of planning
postponement strategy in the clothing industry based on empirical evidence. It demonstrates
that three variants of integrated networks — US, DS, FI — delay the commitment to planning
stages more than that of three versions of non-integrated networks — AG, TN, TCs. This
reflects the higher degree of planning postponement capabilities of vertical-integrated
networks, supporting the argument of Yang and Burns (2003), that a gradual increase in
vertical integration increases the potential applicability of postponement.

The six types of supply network analysed here were derived based on four factors - the nature
of the product, the level of vertical integration, retailer-supplier relationship and functional
authority in carrying out main operational activities such as garment design, sample
development, sourcing, manufacturing, and final quality assurance activities. The diversity of
planning postponement strategies are explored among such network configurations. It reflects
that these determinant factors influence the planning postponement strategies indirectly via
the network configuration. The results complement and add to some of the claims made in the
literature on these influences, specifically product characteristics (Pagh and Cooper, van Hoek
et al 1998, Waller et al 2000, Olhager 2003, Appelqvist and Gubi 2005, Yang et al 2005,
Mason-Jones and Towill 1999), supply chain integration (Yang and Burns 2003), and buyer-
supplier relationship (Mikkola and Skjott-Larson 2004). The study adds rich empirical
evidence on these relationships.

6. Managerial Implications

Knowledge and insights on planning postponement strategies at the supply network level are
important for both clothing retailers and prime manufacturers.

Greater understanding of planning postponement may enable retailers to operate their
networks in an optimum way for their market segments. Retailers may be able to influence or
in some cases dictate how their network operate such that they enable the commitment in the
planning stages to be delayed as much as possible by identifying planning decisions which
can be postponed and decisions which need early commitments. Also retailers can explore
the supply network configurations in which planning postponement strategies can be
implemented successfully and those that do not facilitate or restrict the utilization of planning
postponement strategies.

It also indicates to prime manufacturers and their network partners the response capabilities
needed in their networks to compete in global markets led by different retailers and brand
owners. In particular, prime manufacturers and their network partners are able to understand
the delays happening in the planning process. Accordingly they are able to plan and manage
their limited resources while enhancing the competency to absorb such postponements.



Insights on the planning postponement patterns of different supply networks help
embellishment service providers, for instance embroidery or washing and printing service
providers, to understand their critical role in different network configurations. Because such
service providers engage mostly at the latter stages in the planning process in which they
make the capacity commitment with different manufacturers who serve several retailers in
several network configurations. It is worth noting that this kind of service provider possesses
special competencies and hence the availability of the service is comparatively limited due to
the need for high investment. Such expertise serves for several manufacturers directly and
subsequently fulfil several retailers’ diverse requirements while operating in numerous
network configurations on a temporary basis. Thus, effective utilization of such special
competencies and limited capacities is crucial. The knowledge gained from this study helps
such service providers to understand the diverse patterns of need coming from different
manufacturers based on each retailer’s unique requirements.

7. Conclusion

The work reported is part of a large scale study of retailer-driven clothing supply networks. It
introduces a new type of postponement and has examined its use in different types of clothing
supply networks. New evidence, understanding and insights have been presented on the
diversity in planning postponement in international retailer-driven clothing supply networks.
The insights gained are relevant to clothing retailers generally and to prime manufacturers in
the sector in clothing producing regions. It also has implications for smaller producers and
specialist service providers operating in such networks.

Clearly, any study of this type has limitations. Sri Lanka is a large and important clothing
producing region serving many of the most prominent global retailers and brand owners.
Conducting a similar type of study in other clothing producing regions would be of value and
could generate interesting comparisons with the work here. Analyses can also be carried out
on the different types of clothing supply networks to examine whether or not different
retailers practice different planning postponement strategies at their supply network level. The
current study is being extended to examine this question.

The findings described in this paper may also be relevant to supply networks in other globally
dispersed industries for particular product categories. Extending the research into such
industries could complement the study here.
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Appendix : Six types of clothing supply network structures
FULLY INTEGRATED (FI)

This is a network in which the prime manufacturer and fabric suppliers are all strongly
integrated in terms of strategic alliances and joint ventures. The retailer deals with the prime
manufacturer through the prime manufacturer’s regional office located in the country where
retailer operates. This type of network is used by some retailers to source garments that need
highly specialized operational competencies and strict control on materials procurement and
garment specification (special fabrics and accessories), particularly for intimate apparel and
lingerie.

UPSTREAM (US)

This network shares similarities with the FI network above but downstream integration is less
prominent. The retailer and prime manufacturer operate independently, but the manufacturer
has strong integration with fabric suppliers, either through ownership, strategic alliances or
joint ventures. The retailer sources from the prime manufacturer through the retailer’s
regional office in SL. As with the FI network, this supply network is utilized by retailers to
source garments that need high quality materials and special operational competencies,
mainly, though not exclusively, for lingerie and intimate apparel.

DOWNSTREAM (DS)

In this network, the prime manufacturer and fabric suppliers operate independently. However,
the retailer maintains strong integration with the prime manufacturer, typically through long-
term partnerships, strategic alliances, joint ventures, full ownership. Typically this type of
network is used by retailers to source complex fashion garments that need special garment
production competencies with significant work context, such as complex casual wear, leisure
wear and some sportswear.

AGENTS (AG)
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All the main entities — the retailer, the prime manufacturer and fabric suppliers — operate
independently but collaborate temporarily. The retailer maintains the relationship with the
prime manufacturer(s) through an agent, an independent company located in SL that works on
behalf of the retailer. This type of network is typically used to source garments such as
simple casual wear, t-shirts and essentials, sleepwear, and school wear, that need neither
special operational competencies nor special materials.

TRADING COs (TC)

This network uses international Trading Companies as intermediaries between the retailer and
manufacturers. Trading Companies can be clearly distinguished from agents. An agent
typically represents one retailer, whereas a Trading Company typically has international
standing and may represent and facilitate several retailers. Trading companies often provide
more services than a retail agent (e.g., credit facilities for manufacturers). In this type of
network. the retailer, the prime manufacturer and fabric suppliers operate independently. This
type of network is typically used by retailers to source garments that do not need special
operational competency such as simple casual wear.

TEMPNET (TN)

This is a network in which the retailer, prime manufacturer and fabric suppliers operate
independently. The retailer maintains a direct relationship with the prime manufacturer. This
type of supply network is used mainly by retailers to source garments that do not need special
operational competency such as simple casual wear and essentials. This type of network often
operates when a relatively small retailer places an initial order with a new manufacturer.
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Abstract

We draw on the network theoretic analysis of two large-scale empirical datasets
describing the Toyota Motor Company and the Ford Motor Group to show that
macroscopic production characteristics of supply networks are neither randomly
assembled nor purely hierarchical, but are highly nested. A nested pattern means that
suppliers produce proper subsets of what other suppliers produce, and niche products
are produced only by those firms that already have highly diversified product
portfolios. Preliminary examination hints that the pattern may be caused by large,
older firms choosing to add new, unique products into their portfolio along a growth
process, whilst small, young specialists produce only standard technologies. Nested
networks are more robust than non-nested networks as suppliers that fail can be
substituted - but on a strategic level, nestedness also means that small suppliers face
more competition as their production capabilities are redundant. This gives large,
diversified companies the advantage of niche production as well as operational
efficiency advantages resulting from their size and large breadth of operations,
possibly resulting in exponential growth.

Keywords: complexity, supply networks, nestedness, niche production, diversification

1 Introduction

Starting from 1990s the chain metaphor in supply chains has been replaced by the
network metaphor, after decades of focus on studies that investigated the dynamics of
a linear series of interlinked firms (Gulati et al 1995, De Toni and Nassimbeni 1995,
Uzzi 1997, Lamming et al 2000 , Lazzarini 2001). While several researchers debated
how concepts from complex network theory could be imported to the field of supply
networks, these efforts have been limited by the lack of large-scale empirical data
necessary to investigate macroscopic patterns in supply networks (Borgatti and Li
2009, Kim et al 2011, Lomi 2006). Such empirical evidence is of fundamental
importance, because searching for regularities leading to universal patterns would
reveal common principles underlying the organization of different organizational
ecosystems and help us understand how local decision-making shapes system output.



In this paper, we contribute to the study of complex supply networks by
presenting large-scale empirical evidence from the Toyota Motor Company and the
Ford Motor Group and show that macroscopic production characteristics of supply
networks are neither randomly assembled nor purely hierarchical, but are highly
nested.

The term nestedness originates from the field of ecology, and was originally used
to refer to the pattern with which specialist animals eat from and pollinate proper
subsets of plants that generalist animals eat from and pollinate (Bascompte et al.
2003, Jordano et al. 2006).

The pattern is important for two reasons. First, nested networks are highly
cohesive, in that most generalist plant and animal species generate a dense core of
interactions to which the rest of the community is attached, making it less likely for
the network to disconnect into isolated clusters (Jordano et al 2006). Second, because
of asymmetry in interactions, species are more likely to persist: if a plant goes extinct,
only a few animals will die, and most will survive as they can eat from other plants
(Atmar and Patterson 1993).

Inspired by studies in ecological networks, we search for nested patterns in the
Toyota and Ford automotive supply networks. Our findings show that specialist
suppliers offer proper subsets of products that diversified suppliers offer, prompting
us to discuss why this is so and what it means. Our initial investigation hints that
several theories from organizational theory, such as Transaction Cost Economics,
could offer theoretical foundations for the formation of a nested pattern: for example
asset specificity leads large suppliers to internalize production, which results that
firms in the network offer subset portfolios of each other.

Emergent nestedness in supply networks result in three main systemic
properties: First, a nested structure becomes more robust than random structures,
because failing suppliers can be substituted. Second, there is a lack of specialized
firms that only produce goods that are unique to the supply network. This gives large,
diversified companies the advantage of niche production as well as operational
efficiency advantages resulting from their size and large breadth of operations.
Thirdly, the market for standardized generic products is more competitive, because
there are many other companies supplying them.In what follows we review
organizational theories that relate to generalist and specialist production, and the
study of nested patterns in other networks (Section 2). We then present empirical
evidence from the Ford and Toyota supply networks, analyse product diversification
patterns (Section 3), and discuss why such patterns may have risen (Section 4).

2 Background

2.1 Product Diversification in Organizational Theory

According to classical organizational theory, specialist producers are those that
offer products with a small range of variation a certain dimension of interest, whereas
generalists are those that display a broad range of products. It has long been the view
of organizational theorists that in order to grow and increase profits, firms need to
diversify, because entry into new markets not only allows a firm to explore previously
unused resources, but also reduces risk (e.g. Chandler 1962). Additionally,



diversification generates economies of scale across similar functions of the same firm,
and allows leverage (Paine and Anderson 1983).

Hannan and Freeman (1977) challenged this view by arguing that environmental
conditions mattered as well. They posited that specialists have a strategic advantage
as they can exploit resources more efficiently. Generalists, on the other hand, expand
their competencies to a wider range of products and diversify, which usually requires
them to simultaneously manage different operational activities such as several product
lines. They predict that specialists will perform better in fine-grained environments as
generalists will not be able to respond quickly enough to variations by operating
efficiently. Thus Hannan and Freeman assert that an optimal strategy exists given
different environmental characteristics.

Resource partitioning theory has built on this assertion by pointing out that
market concentration will be a defining factor, because competing generalists will
occupy the centre of the market, making their gains through economies of scale, and
specialists will be able to use resources without engaging in direct competition with
generalists (Carroll 1985; Carroll and Swaminathan 2000; Dobrev 2001). The theory
was empirically validated in various markets including newspapers (Carroll 1985),
American breweries (Carroll and Swaminathan 1992), rural cooperative banks in Italy
(Freeman and Lomi 1994), and US wineries (Swaminathan 1995).

However, Baum and Amburgey (2000) warn against oversimplifying the
dynamics of generalist/specialist competition, pointing in the direction of studies that
challenge the assumption that each firm experiences competition on equal footing.
For example, studies by Baum and Mezias (1992) showed that organizations similar
in size, product price, and geographic locations compete more intensely with one
another, and models that ignore homophily tend to overestimate dynamics such as
resource partitioning (Lomi 1995).

While organizational theories on product diversification assume competitive
market scenarios, both the forces of cooperation and competition simultaneously exist
in supply networks, as firms depend on one another’s success to have success on their
own. There is a long-standing history of theoretical build up on cooperative
relationships, such as outsourcing and alliances in supply networks, which has given
rise to Transaction Cost Economics (TCE) (Williamson 1975). The TCE world-view
is that every dyadic relationship in the supply chain is a commercial boundary with
costs and risks associated with it. When firms decide on their production portfolio,
they consider the risks and costs associated by their dyadic relations, such as
opportunistic behavior. The TCE interpretation is fundamentally focused on the
buyer-supplier dyad (De toni and Nassimbeni 1995, Lamming et al 2000). However,
there are no studies that investigate how such local decisions affect the macro system
of companies over time. In this paper we examine the macro system using evidence
from two large-scale supply networks, and question whether localized decisions on
product portfolio diversification do indeed give rise to predictable, systemic patterns.

2.2 Nested patterns in networks

Originating in the study of ecological networks of species interaction, a nested
pattern refers to a particular structure in which proper subsets of species interact with
more generalist species (Bascompte et al. 2003, Jordano et al. 2006). The concept has



not been formally defined through mathematical relationships, but instead by means
of verbal statements about the arrangement of species among communities. Although
there is relative consensus on the meaning of nestedness, there are various debates
regarding how it should be measured (Atmar and Patterson 1993, Brualdi and
Sanderson 1999, Hausdorf and Hennig 2003).

Consider a plant-animal bipartite network representing species of plants that
animals feed on and pollinate. The network is represented by a binary matrix, where
each row represents a species, and each column is a plant. The entries of the matrix
indicate an interaction (1) or the lack of an interaction (0) between plants and animal
species. When the matrix is ordered according to marginal rows and column sums, we
observe a triangular structure. If the concentration of interacting and non-interacting
entries (Fig. 1a) is significantly different than what we would expect by chance to
occur (Fig. 1b), then the network is a nested network, in that species interact with
proper subsets of other species. The pattern excites ecologists because nested
networks are cohesive and stable as only a few species act as hubs in the network,
given that they are involved in many interactions with other species, but many species
simply interact with those few hub species. This provides the ecosystem with
redundancy to allow alternative options to be found in case some of the interactions
are disrupted (Bascompte and Jordano, 2007).

In ecology, the main hypotheses on the emergence of nestedness involve
differences in abundance of interacting species (Lewinsohn et al. 2006), higher
extinction rates for specialists that interact with other specialists (Ollerton et al. 2003)
or the convergence of traits among a set of species (Guimaraes et al. 2006, Santamaria
and Rodriguez-Girones 2007).

Figure 1. (a) nested, and  (b) random interaction matrices

More recent studies have examined socio-economic networks. While Saveedra et
al. (2008) and Koenig et al. (2012) examined networks of interactions in banking and
trade, Hidalgo and Haussmann (2007) analyzed the competitiveness of countries by
analyzing their production capabilities. They found that the capabilities of countries is
significantly nested, which pointed the difference between “ubiquitous products” that
require few capabilities, allowing most countries to be able to produce these products,
and “complex products” that only diversified countries can produce. This meant that
non-diversified countries are competitively disadvantaged, as they traded in
ubiquitous products, which were of lower value in the market as many countries
exported them.

Searching for a nested pattern in supply networks is worthy of note for two



reasons. First, the existence of nestedness in a supplier-product network can give us
insights into the product diversification decisions taking place in a coopetitive
network. That is, supply networks do not function purely as competitive markets with
one off transactions because firms depend on the products of each other, neither are
they purely cooperative because they may also decide to expand their product
portfolio instead of relying on others. While current studies show that nested patterns
can be found in competitive (e.g. banks) and cooperative (e.g. plant-animal) networks,
we do not know how coopetitive forces impact product diversification. Second,
nestedness impacts systemic properties. A nested structure becomes robust, as
production portfolios of disrupted suppliers can be substituted. A nested pattern
would also point to a systemic lack of specialized firms that only produce unique or
ubiquitous products because only generalist firms choose to produce them.

3 Research Setting and Analysis

In order to examine nestedness, we construct two large-scale supply networks.
Buyer-supplier relationships differ across industrial contexts (Goffin et al 2006). In
order to avoid under or overestimation of network patterns by using uniform
measurement across varying contexts, we confined our analysis to a single setting,
described as follows.

Our empirical context is the automotive industry because this choice allows us to
use primary network data from a single database managed by an independent agency,
making data collection convenient and the dataset comprehensive (Marklines
Automotive Information Platform?). Within the automotive industry, we focus on the
networks of Ford and Toyota Motor Company. The reasons behind selecting the
Toyota and Ford supply networks as our empirical base are twofold: 1) both networks
have historically been compared and contrasted with one another in their approach to
supplier relationships. Empirically examining network patterns in both of these
companies could give us insights into whether their differences reflect upon the
emergent structure, and help reveal the universality of supply network patterns or lack
thereof, and 2) given the scale of both companies, the corresponding data is
sufficiently large to derive statistical analysis. We construct two network maps of
who-supplies-to-whom, and then examine the production portfolios of suppliers in the
network. In addition to the network map, we used a secondary data source
(OneSource?) to query financial information and cross-validate data gathered from
the first database.

Data were downloaded from the databases during August - October 2011 by two
independent researchers, and secondary checks have been made during June -
September 2012. Our construction of the Toyota network includes 2373 supplier
firms, and 833 products; and the Ford network includes 1011 supplier firms and 780
products.

It should be noted that the firms within the dataset define themselves as
automotive manufacturers. While their clients might or might not be members of the
automotive industry, the data set is primarily automotive focused, and therefore is not
exhaustive. We also decided not to aggregate data from subsidiaries of parent firms

* www.marklines.com
2 Wwww.onesource.com



as these local subsidiaries are often independent. Another advantage is that we can see
with increased granularity which subsidiaries produce which products, allowing us to
draw more accurate measures.

Following data collection we investigated patterns of nestedness in the network
using three nestedness calculators: Nestedness Temperature Calculator (Atmar and
Patterson 1993), BINMATNEST (Rodriguez-Girones and Santamaria 2006), and
ANINHADO (Guimaraes, P. R. 2006).

The interactions of firms-products is given by the semipositive matrix M
whose elements are such that:

_{1 if Supplier i produces Product j
" 10 if Supplier i does not produce Product j

Ordering the rows of the matrix by the number of products and the columns by
the number of suppliers reveals a substantially triangular structure in both the Toyota
and the Ford network (Figure 2). Table 1 shows the associated nestedness values
found using the three different calculators. A value between 0-100 is considered, with
0 being a perfectly nested matrix, and 100 being a random matrix. It appears that all
calculators are in agreement that the supplier-product matrix in both networks is
highly nested. The nested structure results in the assertion that some companies
produce a large fraction of all products (companies with diversified product
portfolios), and some products appear to be produced by most suppliers (ubiquitous
products). The suppliers that produce only a few products tend to produce only
ubiquitous products, meaning that they produce those products that everyone else
produces, and highly diversified companies are the only ones that produce products
that are unique or rare in the supply network. Next we discuss reasons why such a
pattern may exist in these networks.

Supplier firms
Supplier firms

Product parts Product parts

Figure 2. Probability of space occupancy in (a) Ford and (b) Toyota supplier-product networks



Table 1. Nestedness in the Ford and Toyota supply Networks

Ford Supply Toyota Supply
Network Network

Method Matrix | Packed | Matrix | Packed

Value | %Fill | Value | % Fill

Atmar and Patterson 2006 1.110 | 1.300 | 0.510 | 0.600

Rodriguez-Gironés and Santamaria
(2006) 0.836 0.316

Guimaraes, P. R. (2006) 1.110 | 1.310 | 0.510 | 0.600
Number of products 780 833
Number of suppliers 1011 2373

4 Discussion and Conclusions

The supply networks of Ford and Toyota exhibit a nested structure that is
significantly different than what we would expect to occur randomly, highlighting the
fact that there is a systematic relationship between the diversification of companies in
a supply network and the ubiquity of the products they make. In these networks
poorly diversified companies compete almost exclusively in ubiquitous products,
while diversified companies appear to be the only ones producing unique products.

A nested supplier-product structure suggests that, as companies grow, they
become more diversified and add more unique products to their portfolio while
keeping, at the same time, to their old productions. Our investigation of the most
diversified and most specialized companies does indeed show that companies that are
most diversified are, on average, bigger, older, and have higher revenues compared to
specialized companies (Table 2). Although we need more statistical analysis to
validate the significance of these attributes, our preliminary findings contradict
classical thinking that predicts an emergence of either niche or generalist production
in cooperative organizational ecosystems (e.g. Hannan and Freeman 1977). In fact, all
other things being equal, conventional thinking would suggest that an idealized
cooperative network would have a block-diagonal structure, with all suppliers
producing specialized products, and each taking responsibility in the final assembly
equally. A purely competitive market on the other hand, could aggregate in
communities producing similar goods, resulting in a wider block-diagonal structure
(e.g. Baum and Mezias 1992).

Since theoretical discussions do not support the evident structure, one can suspect
that other agencies shape the decisions of suppliers and give rise to nested product
diversification. An obvious theoretical foundation to consider is Transaction Cost
Economics. The theory predicts that as the specificity of the product to be bought
from a supplier increases, so does the risk of outsourcing it, as the manufacturer
becomes heavily dependent on the supplier. Considering absorbable cost of in-house
production and high frequency of need, the probability of integration with the supplier
increases. Our anecdotal discussions with car manufacturers revealed that the most



ubiquitous products in our dataset are standardized, lower value goods3, whereas the
least ubiquitous products are more complex to produce and are of higher value. If
diversified companies supply products that are only supplied by other diversified
companies and if non-diversified companies supply only what all other companies
supply; then diversified companies have more specific assets in their product
portfolios in addition to non-specific assets. We also observe that as firms get closer
to the focal company (e.g. Ford or Toyota) their products tend to include more
specific products (Table 2), and that they are involved in a higher number of mergers
and acquisitions, which makes firm level decisions on integration one possible
explanation behind the observed pattern. This in turn might mean that companies that
only produce complex products are more likely to be integrated with other companies,
creating larger firms with diversified portfolios. To find out, we would need to carry
out longitudinal studies and consider the order in which companies add products in
their portfolio.

In addition to internalizing production portfolios, we observe that diversified
companies have higher revenues, and therefore higher capabilities for larger
investments in production. Since it appears that the least ubiquitous products are in
general more complex and higher value, we may presume that they require higher
investments in production, which only large, diversified companies can afford,
creating an alternative explanation of the relationship between product diversification
and firm size.

Of course, the above considerations explain why diversified companies have
complex products in their portfolio, but they do not explain why they do not let go of
standardized, ubiquitous products that most other companies produce and focus only
on niche products. A simple explanation could be that there is simply more demand
for these products and producing them is still profitable. Firms may also wish to
continue with their traditional identity and expertise, making only incremental
changes within their core production, while adding niche products to their portfolio
through integration. Again, we would need to carry out an analysis of product
portfolio evolution to find out whether this is the case.

Although more analysis needs to be conducted on the possible causes of
nestedness in supply networks, nestedness gives rise to important systemic properties.
First of these is that nested networks are more robust to disruptions (in our case loss
of certain products or disruptions at suppliers), as such losses are more likely to
impact products that can be replaced in the network. Since firms that are most
diversified are large multi-nationals, we might also reflect that they will be more
likely to recover from disruptions, making unique, complex products safely cocooned
within the network. Of course here we are bound by the assumption that firms can
readjust their links, and replace lost production by buying from alternative suppliers
while such decisions will inevitably be bound by cost, risk and capability constraints.

The second insight a nested network structure gives rise to, is that non-diversified
suppliers compete within the ubiquitous product space, which means they face more
competitors in the market, including large, diversified suppliers. While it is entirely
plausible that producing ubiquitous products make financial sense, the fact that there

% We thank Ford UK and Mercedes Benz Turkey for their support



are more companies producing them might make it harder for these small suppliers to
differentiate themselves in the market. General industrial economics view is that more
capabilities bring higher returns, and the accumulation of new capabilities brings an
exponential growth advantage as more capabilities give large, diversified companies
the advantage of niche production as well as operational efficiency advantages
resulting from their size and large breadth of operations. Additional empirical studies
need to be conducted to confirm whether the same effect takes place in coopetitive
supply networks.

So what can we learn from this analysis? We showed that first, there is a high
chance that large-scale supply networks may have ordered, nested patterns; and
second, that the pattern impacts important properties such as network robustness and
competitiveness. We plan several avenues of future research. One of the limitations
we have faced is that the constructed network maps are cross-sectional, and do not
consider production volume. Supporting data on portfolio evolution, production
volumes, and market demand could give us insights into why diversified suppliers do
not let go of ubiquitous products, and why small firms choose to produce ubiquitous
products. While initial research gave us important hints on the characteristics of
products and suppliers that were ubiquitous or diversified, there is a need for carrying
out further statistical analysis. In addition, companies in different industrial settings
face varying interaction barriers and structural constraints generated by environmental
differences as well as differences in the status of focal companies, which may limit
the number and range of potential companies they can interact with, and products they
may add to their portfolios. An expansion of our analysis into other industrial settings
would therefore be valuable.

Table 2. Key attributes of 15 most diversified and most specialized companies

Most diversified companies Most specialised companies
Average number of employees 81610 3562
Average age 56.7 35.2
Average Annual Sales Revenue $24173.8 mil $92.67 mil
Average number of countries of 22 5
production
Number of Mergers & Acquisitions 28 2
since
Distance to focal company (average 1 2.3

tier at which the company operates)

Table 3. Most and least ubiguitous products

Most ubiquitous products Least ubiquitous products
Bush / seal Drive train: Multiple Disc and Viscous LSD
Elemental components: spring, bearing, gear, shaft, pin,  Drive train: Power take off
valve, etc. Alternate fuel system: LPG and CNG
Engine main structural part: crank shaft, piston, drive Air suspension
plate, con rod Body/ exterior: Rear end module
Brakes Climate control: Pre-heater
Interior trims: Electric suspension
door trim, roof trim, carpet Body/ exterior: Gas spring

Drive train system for electric and hybrid cars
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Abstract

The acknowledged lower acceptance of centralized planning approaches by independent
companies participating in networks raises the question: In which cases is it optimal to use a
central planning approach, as opposed to a local planning approach, for an integrated planning
process in networks? Many planning fields also require intensive information exchange.
Therefore, by trying to cooperate in all fields, companies risk inefficient planning; thus,
raising another question as to which fields should and should not be collaboratively planned.
This context also presents the following interesting question: According to which criteria can
orders be allocated to various production sites?

Addressing these questions, this paper identifies and categorizes factors influencing the design
of sales, capacity and transportation planning processes, and finally suggests solutions
regarding decisions on possible combinations of compatible characteristics.

Keywords: production networks, sales planning, capacity planning, transportation planning,
changeability

1. Introduction

Due to dynamic requirements, lack of transparency and disorganized planning processes,
changeable integrated planning processes have become more important. Integrated planning
processes are known from theory and practice and corresponding planning systems are
available. But there is not yet a methodology that allows expansion of these planning
processes on the network level and ensures the changeability of planning processes (von
Bredow, 2008). Recently, an increasing number of companies are being forced to produce in
networks to be able to react to unexpected and continuous changes. Production in networks
can be supported by joint integrated planning of the sales, production and transportation
processes (Wiendahl et al., 2002). It is therefore important for all enterprises to primarily
concentrate on planning processes that are at the core of all their value-adding activities.
Enterprise planning is often divided into three or four planning horizons, ranging from long-
to short-term planning. In this paper the changeability of annual planning and rolling
medium-term planning of make-to-order production is discussed. The main function of sales
planning is managing product demand. This process defines sales expectations, which are the
basis for capacity planning. Capacity planning is followed by sales planning, which is the
comparison of generated sales expectations and capacity expectations. In this matching
process, capacity may be reduced or increased, or in the worst case, sales expectations are
adjusted. Subsequently, the capacity plan will be adjusted in the rolling planning process by
taking order books into account (O’Leary-Kelly et al., 2002). On the basis of this planning
sequence, this study develops a framework of factors influencing planning processes to enable
more changeable integrated sales, capacity and transportation planning in production
networks. The results are developed within a project in the steel industry and are specific to
the industry’s characteristics. Nevertheless, this model should enable companies in various



industries to adapt to volatile market requirements by changing the design of their planning
processes. Therefore, the following research questions can be deduced:

e How can changeability of integrated sales, capacity and transportation planning be
ensured?
e Which influencing factors require adaptation of planning processes?
- How can a company decide when planning processes must be collaboratively
managed?
- How can a company decide whether a central or local planning approach is
optimal for an integrated planning process in networks?
- How must these planning processes be designed?

2. Theoretical background

2.1 Changeability

Manufacturing companies are exposed to significant pressures of competition. Worldwide,
existing production networks and unpredictable consumer behaviour lead to increasingly
dynamic production conditions. As a result, enterprises are forced to be more changeable. At
present, the literature contains many different and sometimes contradictory definitions of the
term changeability. In general, changeability means the ability to adapt the company to
changed circumstances, a quality we must distinguish from flexibility.

Changeability
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Figure 1. Difference between changeability and flexibility (Zaeh et al., 2005)

Flexibility is restricted by so-called flexibility corridors as shown in Figure 1. These
flexibility corridors represent requirement spaces, in which a system does not exceed the
limits by operative adjustments to fluctuating requirements. In other words, flexibility is
defined as the potential to perform operative adjustments to fluctuating requirements, such
that limits of the defined corridors are not exceeded. In contrast, changeability is the ability to
adjust a system’s flexibility corridors to changing requirements through tactical or strategic
actions (Zaeh et al., 2005).

The difference and above-mentioned definitions can be explained by the following example
(Figure 2). To exemplify, a company in the steel industry can produce at its location hot strip
thickness of 2-8 mm. The thickness can be varied within this range per the production
system’s predetermined flexibility. The company plans to produce thicker hot strips based on
new planned orders; it can potentially produce hot strips with a thickness of 9 mm at other



actors’ locations in the production network. This capability to make such strategic decisions
makes the entire network changeable.
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Figure 2. Changeability by example

Most authors concur that changeability must be analyzed at the network level, because most
previous studies deal with changeability on the more detailed levels of a manufacturing site or
even a production area (von Bredow et al., 2008). It is important, however, that individual
companies are already changeable in their planning process, because the collaborative
planning builds upon the companies’ basic modules for future production in networks. An
integrated planning system must have features that enable companies to be changeable to react
to dynamic requirements. So-called ‘change enablers’ include universality, mobility,
scalability, modularity and compatibility (von Bredow et al., 2008). The change enablers for
planning processes can be described as follows. Universality describes planning models’
function neutrality. The implementation of universal planning models should be possible in all
forms of production networks. Mobility means the mobility or simple and rapid movement of
data exchanged during the planning process. Scalability describes the planning model’s ability
to add new processes or process chains. Modularity is the planning model’s ability to
exchange standardized planning process elements. Compatibility describes networking
capability, which can be achieved by, for example, standard interfaces in networks (Sauer et
al., 2010).

2.2 Process chain model for identifying relevant influencing factors

Identifying and categorizing influencing factors requires an appropriate structure. The process
chain model (PCM) with its 17 optimization potentials developed by Kuhn (1996) enables the
identification of factors influencing planning process design. Potential classes help to identify
relevant processes and their weaknesses (Figure 3) (Kaczmarek et al., 2002). The PCM
enables combined analysis of a system’s static (structures, resources) and dynamic (sinks,
sources, control) elements. The PCM contains different process chain elements that represent
individual detailed processes (e.g. reconciling of sales expectations with production capacity
during production planning) or aggregated main processes (e.g. annual production planning).
Sinks and sources, respectively, describe inputs and outputs of a process or process chain that
represent material and information flows of logistic objects (Bockholt, 2011). This paper deals



with planning processes, and therefore, process chains describe only information flows.
Processes are completely described by the parameter control, structures and resources.
Parameter control levels entail the rules-based coordination and monitoring of defined
processes. The parameter resources determine all necessary resources for performing the

processes. Parameter structures define the static composition of the entire system’s processes
(Uygun, 2012).
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Figure 3. Process chain model with 17 optimization potentials (Klingebiel, 2006)

3. Framework of influencing factors and their impacts

The existence of room for improvement in the 17 defined optimization potentials (s. 2.2)
indicates that these processes’ influencing factors can be deduced from parameters.
Parameters of group control are defined such that influencing factors are deduced from them
because control rules in particular are the most influential upon planning processes. Parameter
processes, structures and resources complete the framework of influencing factors. A process
model will summarize various planning processes over which the identified influencing
factors have direct influence (Figure 4).
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Figure 4. Derivation of influencing factors

Company and cooperation objectives are determined within the normative control level. It is
also important to note that an actor’s individual defined goals can differ from the network
level goals. This fact and the interrelationships of goals must be taken into account in the
influencing factors framework. The normative level is the highest control instance that reflects
company spirit, and thus, describes acceptance of the company’s methods or planning
approaches. This influencing factor group closely interacts with the factors influencing group
network, where the network is defined, and therefore, has considerable influence on the
decision regarding centralized or decentralized cooperation control in the network planning
processes.

The administration is responsible for order planning, structuring and passing to disposition.
Considering planning processes, this level can be compared with sales planning tasks (Kuhn
et al., 2007). Market dynamics and low customer willingness to cooperate in the context of
demand planning can complicate the sales planning process (Homburg et al., 2008). In this
group the defined influencing factors particularly support companies in reaching decisions
regarding design of sales planning process.

At the dispositive level, orders are allocated to different production sites. This matching
process is influenced by a number of factors, including technical feasibility, expected quality
standard, worker qualification in production at a specific site, special customer requirements,
delivery date fulfilment and type of order allocation. To balance varying orders, different
combinations of influencing factors ensure flexible adaption of production resources. This
influencing factor group has considerable influence on the decision regarding design of
integrated capacity and transportation planning.



The network partners conduct the entire planning processes or process elements
autonomously. The network connects these autonomous subsystems to integrate and
harmonize the planning modules (Beckmann, 1998). The network organization is described at
the network level. Networks can include companies belonging to affiliated groups as well as
several independent, and even competitive, companies. The factor network form influences
the decision regarding the planning approach. Material flow relationships between the
partners are also described at the network level. The collaborative planning process requires
intensive interchange of planning data among participating actors. There are many planning
fields that require intensive information exchange. By trying to cooperate in all fields,
companies risk inefficient planning; thus, the question arises as to which planning fields
should and should not be collaboratively planned (Kaphahn et al., 2006). The answers to this
question vary depending on a combination of the influencing factors’ values that are derived
from material flow relationships. The individual factors are explained in the rest of this
section.

Orders in process are passed on the basis of rules defined by process levels (Figure 3).
Planning processes, therefore, are described at this level, and thus cannot be a basis for the
derivation of influencing factors.

During the identification and structuring of factors influencing the design of integrated sales,
capacity and transportation planning three main groups can be identified. In the first group,
factors influencing coordination focus in collaborative planning are described. The second
group includes all factors influencing the collaborative planning approach. In the last group,
factors influencing the design of integrated sales, capacity and transportation planning are
summarized (Figure 5).
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Figure 5. Framework of influencing factors

Coordination foci in networks can be identified through an analysis of material flow
relationships in production networks. Kaphahn et al.’s (2006) scientific contribution to
production planning and control coordination in internal production networks provides a basis
for deriving influencing factors. Analysis defined six relevant factors. Various combinations
of the values of these factors in turn describe two types of production networks, process and
market oriented. The production network type determines the appropriate coordination foci’.

Performance relationships in networks can be categorized as horizontal and vertical.
Companies or production sites of a company are horizontally related when their production
processes are similar for branch and production stages. The horizontal relationships are
divided into quantity, system and technology based. The ability to produce similar products at
different production sites indicates a horizontal quantity-based production network structure.
In horizontal system-based networks, the products are manufactured by adding products



manufactured at different production sites to a system product. The adding process is usually
performed at the customer’s location. In the further analysis of influencing factors, this type
will not be considered because it is atypical of the steel industry. The defining characteristic
of a horizontal technology-based relationship is the ability of network actors to produce the
same products in parallel due to congruent technology at several production sites. Vertical
relationships can also be divided based on vertical technology and production stage. A vertical
production stage-based relationship is characterized by an internal customer-supplier
partnership. In vertical technology-based allocation of production sites, the required
production technology is available only at one production site. The network structure
describes enterprise-wide or company-wide alignment of production sites within the network.
In the selective network structure, the production stages of all network actors are identical. In
the linear sequential network, each production stage is performed by only one network actor.
Vertical site relationship describes the complexity of relationships on the vertical level and
indicates the number of different production stages for division of labour. Horizontal site
relationship is distinguished by the fact that the same products can be manufactured by all
network actors in parallel. The characteristic relationship direction observes material flows
between participating network actors, and the material flow direction can be one-sided or
interdependent. The characteristic reasons for cooperation includes customer proximity,
entering new markets, benefits of specialization and cost advantages (Kaphahn et al., 2006).

The two production network types are described below (Figures 6 and 7), using the
morphological box presented above. This description should enable companies to identify
relevant coordination foci in the collaborative planning process.

The first type, the process-orientated network (Figure 6), is characterized by each
participating actor’s specialization in one element of the production process. The
process-orientated network is characterized by a vertical site relationship, because such
companies cannot have parallel production stages at different production sites. The
participating actors have a vertical production step-based relationship. Sometimes a vertical
technology-based relationship is possible when a production technology is available at only
one production site. The relationship direction is one-sided because of product transfer to the
next production stage. In a technology-based relationship, interdependent direction is possible,
with cooperation being based on benefits of specialization and cost advantages (Kaphahn et
al., 2006).
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Figure 6. Process-oriented network (Kaphahn et al., 2006)

In the market-oriented network, the entire production process can be performed at one
production site parallel to other manufacturing processes of the same product at different
production sites (product congruence) (Figure 7). Thus, the market-oriented network is
characterized by the horizontal quantity or technology-based relationship with selective



network structure. The direction is interdependent because of the possibility of mutual
external production within the network. The motivation for such cooperation may be customer
proximity or potential to win new markets (Kaphahn et al., 2006).
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Figure 7. Market-oriented network (Kaphahn et al., 2006)

In the following step, the coordination foci in the sales, capacity and transportation planning
for the identified production network types are described (Figure 8).

Because of the linear sequential structure of process-oriented networks, the capacity planning
with determined production volume allocation must be performed collaboratively to avoid
successive forwarding of demands. Sales plans need not be coordinated, because the finished
goods do not have to arrive at the same time at the customer’s location as is necessary in a
horizontal system-based relationship. But this does not mean that the sales planning process
need not be integrated into the capacity planning process. Further, both processes must be
integrated to achieve competitive advantages in the market place (O’Leary-Kelly et al., 2002).
In this case, the network partners do not need a joint network production plan, because only
individual production steps occur at several production locations, and the manufactured
products at these production locations are different. In the process-oriented network consisting
of independent companies, the transportation process must be planned between production
sites for a continuous production flow. In internal production networks, company-wide
transportation planning is both necessary and easier to implement (Figure 8).

In the market-oriented network, the entire production process occurs at one production site for
the manufacturing of the same products, facilitating access to all the production resources.
Using shared resources makes it important to cooperate in joint network production planning.
For this network type, it also very important to cooperate in capacity planning with optimized
production volume allocation. Because of numerous material movements, the participating
companies or production sites within a company must jointly determine a transportation plan
(Figure 8) (Kaphahn et al., 2006).
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Figure 8. Coordination foci (Kaphahn et al., 2006)

Because of the acknowledged lower acceptance of centralized planning approaches by
independent companies participating in networks, the following question arises: In which
cases is it optimal to use a decentralized planning approach, as opposed to a centralized
planning approach, for an integrated planning process in networks? (Hegmanns, 2010). In
general, two distinct planning approaches can be identified, on the basis of which planning in
production networks can be coordinated effectively: centralized and collaborative
decentralized approaches. Practice has shown that although centralized coordination of
planning processes provides better results, it is harder to implement because of its lower
acceptance in production networks. The first impediment that prevents the centralized
approach from being implemented is the necessary alignment of individual planning decisions
in the network. To provide the best planning results in the networks, an allocated planning
decision has to ensure that network goals are achieved. Taking into account that each
participating actor can have different individual goals, the best planning decision for the entire
network may not be accepted by all actors. Further, the necessary network-wide information
sharing complicates the implementation of the centralized approach. Companies can
manipulate the information exchange to obtain additional profits or protect themselves by
withholding relevant information (Pibernik et al., 2007). The second block of the framework
presents factors influencing the planning approach (Figure 9). The network’s organizational
structure makes a centralized or decentralized planning approach more suitable. In general,
networks can be categorized as inter-organizational and intra-organizational. An
inter-organizational network has relationship fabric beyond the limits of a company.
Intra-organizational networks are network-like relationship patterns within an organization
(Zundel, 1999). In an intra-organizational network, control by a focal enterprise or centralized
planning is more efficient, whereas inter-organizational networks should prefer a collaborative
decentralized planning approach. The acceptance of the approaches is one of the most
important factors influencing the planning approach. The relationship of the goals pursued by
network actors also influences the decision for or against each of the planning approaches. As
mentioned above, each actor’s goals can be different from other actors’ and the network’s
goals. Neutral or complementary goals of network partners can facilitate the implementation
of a centralized planning approach. However, the decentralized approach is a better basis for
planning in networks of companies that pursue competing goals (Hegmanns, 2010). The
following morphological box summarizes all influencing factors with their values and



illustrates the cases wherein a centralized or decentralized planning approach is optimum for
an integrated planning process in networks (Figure 9).
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Figure 9. Centralized vs. decentralized planning approach

After determining which planning processes must be generated collaboratively and which
planning approach is the best in a given case, the third framework block enables decision
support for planning processes. The last framework block presents an approach for capacity
planning by taking into account transportation costs to optimize transportation planning by
determining the best for it. Factors influencing order allocation decisions are classified into
two groups based on the types of capacity planning presented in the first framework block:
design of capacity planning with (1) determined production volume allocation and (2)
optimized production volume allocation. The most important factor influencing allocation
decisions on capacity planning with determined production volume allocation is the technical
feasibility of the planned order on the existing within-network equipment. Especially in the
steel industry, the key criteria for the decision against production at a specific site are its
failure to achieve the expected standard of quality and the absence of any expected worker’s
qualifications. In practice, the customers needing the products from this branch also have
special requirements for the production site, at which their products must be manufactured.
To increase customer satisfaction, the production network has no choice but to produce at this
site with the given technical feasibility. If there is only one production site at which the
delivery date can be fulfilled, the given site will be chosen for production. At this point, that
factor alone has sufficient value to determine production at one specific site. However, when
these criteria are fulfilled and the production of the planned order is possible at several sites,
the network allocation process must be optimized from the perspective of costs. In allocating
the production order to different sites, it is important to select the lowest-cost production
option. Cost factors include production costs at every alternative production site, costs for
transport between production sites, that is, if a production order is divided into several parts
and costs for transporting finished goods from plants to the customer as well as every
alternative production site’s inventory costs (Jayaraman et al., 2001) (Figurel0). However, it
is also necessary to pursue the goal of optimal capacity utilization.
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Figure 10. Integrated capacity planning considering transportation planning

In the final step, several factors influencing integrated sales planning design must be
identified. Homburg et al. (2008) analyzed critical points of sales planning. The factors
influencing sales planning can be derived from several critical points in sales planning itself.
Homburg et al. (2008) criticized inward orientation sales planning most harshly. Many
companies focus on cost items or their own production program during sales planning. To
increase customer satisfaction and achieve more accurate planning results, collaborative
planning with customers is necessary. Unfortunately, customer readiness to exchange
information is often low. However, the degree of market development stability also influences
the sales planning process (Homburg et al., 2008) (Figure 11).
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Figure 11. Integrated sales planning

In general, sales planning is conducted on the basis of historical data, trends, information from
customers and frame contracts (Heidrich, 2004). With relatively stable demand development
and low willingness of customers to exchange planning information, the above-mentioned
basis is sufficient for planning. When customers are more willing to exchange information
and market development is difficult to anticipate, planning in collaboration with customers
using optimization models, such as CPFR (Collaborative Planning, Forecasting and
Replenishment), is preferable (Barratt, 2001).

4. Conclusion and Outlook

The developed framework of influencing factors and their impact could answer the research
questions posed at the beginning of this paper. The findings suggest that a planning process’s
need for coordination depends on the network’s type of material flow relationship. Further,
different conditions affect the choice of centralized or decentralized planning process



coordination. Finally, results demonstrated how integrated capacity and transportation as well
as integrated sales planning can be designed, depending on influencing factors’ values. This
study developed a basis for changeable processes by identifying and structuring factors that
influence planning processes in production networks. This framework provides the first
approach by which companies can adapt to volatile market requirements by changing the
design of their planning processes relevant to influencing factors. Therefore, a variety of
planning process models suitable to the diverse combinations of influencing factors’ values
need to be developed, such that their design fulfils the requirement defined in the portfolio of
change enablers (s. 2.1).
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Abstract

Existing recommendations for the management of supply chains in regard to technological
innovations primarily address companies in innovative sectors and are based on a shapshot
classification of product and market characteristics. Yet, as technology cycles become shorter
and innovations more radical, supply chains have to be realigned step by step to the
developing maturity degree of a new technology. This aspect has not yet been discussed in
research or practice, though technology life cycle discussions may clearly contribute here.
Hence, this paper proposes an approach for dealing with technological innovations in
changeable supply chains: After presenting the state of the art, technological innovation is
classified and technology life cycle phases are systematised. A framework for aligning supply
chains along the maturity degree and type of technological innovation is presented. The
applicability and significance of this supply chain design innovation framework is
demonstrated based on the example of e-mobility.
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1. Introduction

The spread of information technology in the 1990s is one example of the impacts of
technology-based innovations on Supply Chain Management (SCM) (Kuhn and Hellingrath,
2002). More recent trends, that will most presumably influence SCM as a whole, include
sensor technology, autonomous systems and cloud technology (Strassner, 2005; Albrecht,
2012; Delfmann and Jaekel, 2012). In addition, branch-specific innovations arise that affect
only certain supply chains: E.g. it is argued that the spread of electric and hybrid propulsion
technology will radically change the automotive supply chain (acatech, 2010).

The management of supply chains in regard to technological innovations has already been
widely discussed (Pfohl, 2007; Quick and Renner, 2010). Nevertheless, existing models and
recommendations like Fisher’s (1997) Supply Chain Strategy Matrix or Lee’s (2002)
Uncertainty Matrix primarily address companies acting in innovative sectors like high tech
and computer industry (Huang et al., 2002). Furthermore, when choosing the right supply
chain strategy based on a “snapshot” classification of product and market characteristics is
necessary to deal with innovation in a first step, there may be a competitive advantage if the
supply chain can be stepwise aligned to the respective maturity degree of a new technology.
Though this maturity has been systematised in technology life cycle discussions as given by
Gartner’s “hype cycle” (Fenn and Raskino, 2008) or the well-established innovation s-curve
model (Spath and Renz, 2005), it has not been connected to supply chain alignment/design so
far.

And even more so, in the past the required measures for dealing with technological innovation
in supply chains have been mainly focused on establishing supply chain flexibility within the



boundaries of the existing system (Kuhn et al., 2011). However, current discussions show that
— as technology cycles become shorter and innovations themselves more radical — supply
chains have to be empowered to actively and quickly adapt to changing market reactions on a
new technology, i.e. supply chains are forced to become changeable in structure, processes
and resources (Bertsch and Nyhuis, 2011; Klingebiel et al., 2012). In the early stages of
innovation life cycles, supply chain processes are not running stable due to manifold
uncertainties. In this timeframe, companies face the challenge of figuring out which phase the
product or technology is in when it enters the next stage. Additionally, companies have to
identify which impact being in the respective phase has on logistics and SCM. Hence, the
company has to interpret the signs accurately to be able to act quickly and consequently. To
respond to the challenge the use of a life cycle model which companies can use to class their
innovations with different phases is proposed. Different life cycle curves have to be
monitored to create an overall picture and increase the likelihood of interpreting the signs
accurately.

This paper proposes an approach for dealing with change in supply chains triggered by
technological innovations: After a brief discussion of the state of the art in chapter 2,
technological innovation is classified and technology life cycle phases are systematised by
integration of different technology life cycle concepts. Based on the classification a
framework for aligning supply chains along the maturity degree is presented. The
applicability and significance of this framework is demonstrated by taking the example of
e-mobility.

2. State of the Art

The following fundamental approaches and models have to be considered in order to define
the problem area and identify the academic void. First, technological innovation is defined to
create a common state-of-the-art apprehension for the field of research. Secondly, most
relevant models in the context of technological life cycles are described. The third section
briefly presents the state of the art of logistics and SCM research related to technological
innovation. Concluding, this chapter ends with a critical evaluation of the state of the art.

2.1. Defining Technological Innovation
The term “technological innovation” already suggests being a subtopic of innovation. Hence,
before determining the scope of technological innovation, a brief discussion of innovation has
to be undertaken. Although multiple definitions that have been developed for decades are
present in the literature, two main attributes can be derived when defining innovation (Burr,
2004, p. 25; Mischke, 2007, p. 36; Hauschildt and Salomo, 2011, pp. 3-8):

e Degree of novelty: An innovation bears on a novelty. Therefore, an innovation has
to differ perceptibly from a similar state. In other words, an innovation always
implies an invention.

e Commercial use: The commercial use (e.g. through market introduction) is the
crucial attribute when determining an innovation. In the words of Garcia and
Calantone (2002, p. 112): “An innovation differs from an invention in that it
provides economic value”. Economic utilisation is what lifts an invention to an
innovation.

A homogeneous definition of technological innovation cannot be found in the literature.
However, the following definitions well represent a general consensus of the understanding of
technological innovation that will also be followed in this paper. Garcia and Calantone (2002,



p. 112) provide a broad view on technological innovation: “Technological innovations are
those innovations that embody inventions from the industrial arts, engineering, applied
sciences and/or pure sciences”. Their understanding is derived from an OECD-study in 1991
(Freeman, 1991). Zahn and Weidler (1995, pp. 362—-366) describe technological innovation as
being one dimension within an integrated innovation management. The other dimensions are
organisational innovations and business-related innovations. Technical innovation implies
products, processes and technical knowledge.

2.2. Existing Models for Technological Innovation Life Cycles
Many different models describe innovation life cycles and the development of technological
innovations over time from various perspectives. The most common models include the
Diffusion Process model, the Adoption Curve, the Performance S-Curve, the Maturity Curve,
the Standard Life Cycle model and Gartner’s Hype Cycle. These models are briefly
introduced in this section.

One highly respected work in the context of innovation evolution is Rogers’ (2003)
“Diffusion of Innovation”. Rogers describes a model for the spread of innovations in a social
system. The work focuses on socioeconomic aspects of innovation and its development. The
key element in describing the development of innovations over time is the diffusion which is
defined as “the process by which an innovation is communicated through certain channels
over time among the members of a social system” (Rogers, 2003, p. 11).
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Figure 1: The Diffusion Process (Rogers, 2003, p. 11)

The diffusion process has been well established in innovation research literature as the
“adoption curve” (Linden and Fenn, 2003, p. 6; Rogers et al., 2005, p. 12; Fenn and Raskino,
2008). There are two main alternatives in drawing the adoption curve: the bell-shaped curve
displaying the absolute no. of adoption and the more common used adoption S-Curve
showing the cumulative no. of adoptions. The curves are mainly used to explain the market
penetration of new technologies and divide consumers in different adoption groups (e.g.
Innovators, Early Adopters, Early Majority, Late Majority, Laggards) (Rogers, 2003, pp.
280-281). The basic model of the diffusion process is presented in Figure 1.

Another very popular model to analyse the evolution of a technological innovation is the
(technology or performance) S-Curve (Nieto et al., 1998, p. 440). This curve demonstrates the
typical trend of a technology’s performance over time or against the amount of effort (e.g.



R&D expenses) invested (Spath and Renz, 2005, pp. 237-238; Schilling and Esmundo, 2009,
p. 1768). The S-Curve model is well-established for explaining innovation phenomena in
various fields, e.g. technology, market, or product innovations and empirical evidence
supports the cogency of this model (Nieto et al., 1998; Linden and Fenn, 2003, p. 6; Lu and
Beamish, 2004). Generally, three phases can be distinguished within the performance S-Curve
(Lu and Beamish, 2004, p. 601; Spath and Renz, 2005, pp. 237-238; Schilling and Esmundo,
2009, p. 1768): The emergence phase with little progress and reduced profits is followed by a
growth phase with accelerating progress and growing profits. In the third phase, profit
declines as the technology reaches its limit. The performance S-Curve is illustrated in Figure
2. Tightly related to the performance model is the concept of technological maturity that
“places a technology along a continuum of technological advance” (Roussel et al., 1991,
p. 59). The maturity of a technology cycle is typically divided into four maturity stages along
a function of time (Roussel et al., 1991, pp. 61-63; Fenn and Raskino, 2008, pp. 36-37):
Embryonic, Growth/Emerging, Adolescence/Mature, Aging.
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Figure 2: Performance S-Curve (Nieto et al., 1998, p. 445)

One of the most common ways to display a technology’s evolution is to use the classic
product life cycle model. The model has first been introduced in the 1960s and “refers to the
life cycle of a product and describes the evolution of the volume of sales over time” (Nieto et
al., 1998, p. 443). In analogy to the product life cycle, the technology life cycle displays the
spread of a technology (e.g. measured based on product sales within a technology) over time
(Spath and Renz, 2005, p. 236). Life cycles are commonly divided into the four phases
introduction, penetration/growth, maturity, and decline (Nieto et al., 1998, p. 443; Figure 3).
Innovative products are typically located in the introduction or growth phase of the life cycle
(Huang et al., 2002, p. 194). Technologies in the different phases can be clustered as
trendsetter (introduction), key (penetration), basic (maturity), and endangered technologies
(Tschirky, 1998, pp. 232-238). Taking this life cycle model into consideration trendsetter
technologies and key technologies are within the scope of this paper.
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The last model that deals with the development of technological innovation introduced in this
paper is Gartner’s Hype Cycle. It has been developed by US-based information technology
research and advisory company Gartner, Inc. (Gartner) in the 1990s (Fenn and Raskino, 2008,
pp. XII-XVI; Gartner, 2012). The Hype Cycle describes the evolution process of a
technological innovation as a function of expectations over time (Fenn and Raskino, 2008,
pp. 7-9). Gartner holds the view that an emerging technology goes, starting with the
technology trigger, through a period of inflated expectations, followed by disillusionment
over a phase of enlightenment until it enters the plateau of productivity when broad market
acceptance is reached (see Figure 4). Although the Hype Cycle model has mainly been used
by Gartner in non-academic purposes, providing information and advices for their customers,
the Hype Cycle has recently found its way into pure research and academics (O'Leary, 2008).
The Hype Cycle model promises to be of high relevance for technological innovation research
presented in this article since it focuses on the early stages of a new technology’s life cycle
(Linden and Fenn, 2003, p. 6).
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Figure 4: Gartner's hype cycle of innovation (Fenn and Raskino, 2008, p. 9)

After having introduced the most relevant life cycle models related to this paper’s research
topic, the following section provides a brief overview over the most important research works
in the context of Supply Chain Management dealing with (technological) innovation.

2.3. SCM in the context of technological innovation and life cycle
Supply Chain Management research has put some emphasis on designing supply chain based
on product characteristics and life cycle phases since the mid-1990s (Quick and Renner, 2010,
pp. 360-362). One of the most appreciated works in this context is Fisher’s (Fisher, 1997)



Supply Chain Matrix that matches supply chains to product characteristics. Fisher suggests
implementing a responsive supply chain for innovative products and an efficient supply chain
for functional products (Fisher, 1997, pp. 109-110). Fisher’s work is an important basis for
SCM research in the context of innovation but does not cover the scope of this research work
since it focuses on innovative products rather than technological innovation and its advices
are on a highly strategic level. The idea of adjusting Supply Chains with regard to external
characteristics has further been developed by many researchers such as Mason-Jones et al.
(2000) or Christopher and Towill (2000). In addition to product characteristics, they propose
the consideration of market characteristics when choosing the right supply chain. Fisher’s
lean and responsive supply chains are complemented by risk-hedging, agile and leagile
Supply Chains (Mason-Jones et al., 2000, pp. 55-56; Christopher and Towill, 2001, pp. 237—
239; Lee, 2002, pp. 113-118). Lee’s (2004) Triple-A Supply Chain can be seen as a highly
sophisticated approach that combines many then state-of-the art recommendations. Besides
the classic supply chain goals of high speed and low cost, supply chains would have to be
agile, adaptable and aligned in order to achieve sustainable competitive advantage (Lee, 2004,
pp. 102—-104). Lee’s approach is very promising but is mainly applicable to big supply chains
with the focus on retail. Furthermore, it is developed as an “all-in-one approach” and does not
consider different environments and market or product characteristics. All of the works still
do not consider the development of products or technologies over time. The models support
an assessment of the current state and subsequently recommend a corresponding supply chain
strategy. In the following, two models are presented that consider the development of
products or technologies over time and suggest corresponding supply chain strategies.

Aitken et al. (2003) propose a life cycle model with corresponding supply chain strategies that
have been derived from a case study in lighting industry. Dependent on the life cycle phase of
the respective product, it is matched to a corresponding supply chain. For this purpose, the
company has to maintain multiple parallel supply chains (Aitken et al., 2003, p. 135). The
model is rather not applicable for innovative products or technologies since it has been
developed in the context of generic lighting products and the standard product life cycle is
underlying. Furthermore, it deals with production logistics strategies and requires the
existence of multiple supply chains (Aitken et al., 2003, p. 137).

Wang et al. (2004) as well as Vonderembse et al. (2006) have matched lean, agile, and hybrid
(leagile) supply chains to product types and standard product life cycle phases. For innovative
products, they propose implementing an agile supply chain in the first two life cycle phases.
Supply Chain strategy should be changed to hybrid or lean when innovative products enter the
stage of maturity. However, there is no procedure described on how to change to another
supply chain strategy.

2.4. Conclusion and Outlook

Existing models and approaches in the context of innovation and SCM deal with innovative
products rather than technologies. They are of a good use for companies that can inherently
characterize their products as being innovative. With regard to innovation life cycles, different
models have been introduced that can deliver valuable input for deriving an appropriate
supply chain strategy throughout the innovation process. Previous research is rather not
directly applicable to the problem dealt with in this paper: The development of a
technological innovation that has to be accompanied by changing Supply Chain Strategies
throughout the innovation process until a stable process of maturity is reached. Hence, a
framework for mastering innovation from a supply chain perspective will be developed and
its applicability will be demonstrated in the next chapter.



3. A framework for mastering innovation from a supply chain perspective

The framework is developed in a step-wise approach. In the first section technological
innovation is classified. Following, technology life cycle phases are systematised from a
supply chain perspective by the integration of different technology life cycle concepts. As an
interim result, the technological innovation classification scheme is being presented in the
third section. Based on this classification the framework for realigning supply chains along
the innovation life is developed in the fourth section. Finally, the applicability and
significance of this framework is demonstrated by taking the example of e-mobility.

3.1. Innovation classes and levels

Following Hauschildt and Salomo (2011, p. 5), innovations can be classified in five
dimensions:

Content-wise: What is new?

Procedural: What is the beginning and the end of the innovation?
Normative: Does innovation mean success?

Intensity: How new is it?

Subjective: For whom is it new?

In the content-wise dimension, this paper focuses on technological innovation which includes
products and technologies. The procedural dimension will be displayed within the life cycle
view introduced in the next section. The normative dimension is disputed since it depends on
the highly subjective objective function of the decision maker (Corsten, 2006, p. 10).
Concerning the intensity and subjective dimension of innovation, the much-noticed typology
by Garcia and Calantone (2002) who classify technological innovations with regard to the
level of “innovativeness” is being followed. In general, innovativeness can be seen as the
“degree of newness of an innovation” (Garcia and Calantone, 2002, p. 112). Besides the mere
intensity dimension, the subjective dimension is integrated in their classification. Garcia and
Calantone (2002, pp. 118-120) suggest taking two levels into consideration to determine the
degree of innovativeness:

e Macro- vs. micro perspective: Is the innovation new to the world, the market or an
industry (macro) or is it only new to the firm or the customer (micro)?

e Marketing vs. technology discontinuities: To evolve, innovations may require new
marketplaces or new marketing skills for the company. On the other hand, new state of
science in technology, new R&D resources or new production processes may be
required.

This classification is used by the authors to describe three distinct classes of innovations with
regard to innovativeness (Garcia and Calantone, 2002, pp. 120-122):

e Radical innovation: To be considered radical, an innovation has to fulfil all four
attributes being new from a macro and micro perspective as well as causing marketing
and technology discontinuities.

e Really new innovation: Really new innovations result in marketing or technological
discontinuity on a macro level, whereas on a microlevel, any combination any
combination of the two can occur.



¢ Incremental innovation: If an innovation only occurs on a microlevel and does either
cause marketing or technological discontinuity, it is considered being incremental.

The framework presented herein is directed to companies dealing with radical or really new
technological innovations. It is assumed that incremental innovations evolve from an iterative
process and are more or less day-to-day business to companies. It is understood that the
occurrence of incremental innovations does not necessarily lead to a need to change a
company’s supply chain and will typically be mastered by inherent flexibility of a supply
chain.

Recapitulating the five dimension classes presented herein, the content-wise focus of this
paper is laid on technological innovation. The normative dimension is excluded because of its
subjective character and the procedural dimension is object of the life cycle systematisation in
the next section. Regarding the dimensions of intensity and subjectivity, the innovativeness
classification according to Garcia and Calantone (2002) is being applied. In the next section,
relevant life cycle models will be systematised and integrated into a technology life cycle
phase model in order to define the procedural dimension of the framework.

3.2. Systematisation of technological innovation life cycle phases

As has already been pointed out in the introductory chapter, the framework will be designed
to support manufacturers and their Supply Chains in mastering technological innovations
from a logistics perspective. For this reason, the framework will focus on the early stages of
the life cycle, when the innovative product or technology has not yet fully been established.
Internal and external impacts cause multiple challenges for designing appropriate logistics
and supply chain systems. The following life cycles are being considered for the
systematisation of technological innovation life cycles from a supply chain perspective:

For determining the actual state and future development of technological innovations’ early
life cycle stages, Gartner’s Hype Cycle Model is chosen as the basis for the systematisation.
By monitoring the visibility in media and society as well as human attitudes towards
technology, it displays most detailed an innovation’s early development from a market
perspective (Linden and Fenn, 2003, p. 6). For tracking the market penetration, the adoption
curve which displays what share of the target market has already adopted the technology is
integrated into the framework. The technology’s maturity provides an indication for product-
based uncertainties that can influence the supply chain. To display the maturity development,
the maturity curve is integrated into the framework. The development of a technology’s
economic success is the fourth dimension to be integrated. This can be quantified using
common performance indicators already existent in most companies and is best displayed in
the performance s-curve.

The integrated technological life cycle model as a result of these considerations is illustrated
in Figure 5. The phases underlying are derived from Gartner’s hype cycle. They can be
identified by individual characteristics of the respective curves. Those characteristics are also
very important for determining the Supply Chain challenges in each phase.



Performance S-Curveig®

/ “--lllullllll.m

.
"

AN 4
g

- Adoption Curve

Visibility/ performance/ rate of adoption/
technological maturity

Peak of Trough of .
Technology . Slope of Enlightenment
Trigger Inflated  Disillusionment P g Plateau of Productivity
Expectations

Time/ hype cycle phases

Figure 5: Integrated technological innovation life cycle model (based on and extended Linden and
Fenn, 2003, p. 6; Fenn and Raskino, 2008, p. 26)

3.3. Technological Innovation classification scheme

The result of the considerations in the previous sections is summarized in the classification
scheme displayed in Figure 6. The focus of this research work and therewith the applicability
of the framework is framed. Within the content-wise class, the framework will be most
applicable for manufacturers dealing with technological innovations. With regard to the
innovativeness of the products and technologies, the framework will be designed to cope with
the requirements and characteristics of radical and really new innovations. From the
procedural view, the innovation life cycle will be covered from the trigger phase until the
technology is established and enters the plateau of productivity. As companies have to
become aware of the nature and status of the innovation they are dealing with, this
morphology is a useful method to characterize the respective innovation.
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Figure 6: Technological innovation classification scheme

On the basis of the classification of technological innovation and the implications of the life
cycle model the framework to derive the right supply chain strategy will be developed in the
following chapter.

3.4. A framework for mastering innovation from a supply chain perspective

General recommendations to deal with technological innovations from a logistics and Supply
Chain Management perspective have been pointed out in chapter 2. There is a common
understanding that Supply Chains have to be flexible, adaptive, responsive, and agile to



successfully deal with innovation. Those preliminary works can well be integrated into the
framework. However, this mainly strategic and static view has to be refined further since it
has become clear that a single strategy is insufficient for accompanying companies along the
technological innovation life cycle. Supply chains have to adapt their strategies and structures
according to changing requirements along the life cycle. Especially in the context of radical
and really new innovations, that are focused in this research, changing requirements due to
distinct life cycle phases with different supply chain requirements can be expected. For
realigning the supply chain and choosing the right strategy and structure it is essential to
define the technological innovation phases and their characteristics from a supply chain
perspective. Thus, the identification, distinction and characterisation of technological
innovation life cycle phases is the core element of the framework. In the following, the phases
introduced in chapter 3.2 are described and the phase-specific requirements on SCM are
derived. Appropriate strategies and priority tasks for SCM are named.

Phase 1: Technology Trigger

On the hype cycle, the first phase of a technological innovation’s life cycle is characterised by
a technological breakthrough that generates press and industry interest in the innovation
through an event like a public demonstration (Fenn and Raskino, 2008, p. 8). After the
breakthrough, the hype begins to rise as mass media starts to explain the technology and its
impact on business and society (Linden and Fenn, 2003, pp. 7-8). From the maturity point of
view, the innovation is on the embryonic stage. While a vision of the possible application
exists, the technology is still in the lab not exceeding the status of a prototype (Roussel et al.,
1991, p. 59; Fenn and Raskino, 2008, p. 36). At this phase the adoption curve has not yet
started to evolve since no adoption can exist without available products. With regard to its
performance, the technology is on a stage of emergence. There is an initial period of
turbulence with little progress and companies might have to pay some “tuition” (Lu and
Beamish, 2004, p. 601; Spath and Renz, 2005, p. 237; Schilling and Esmundo, 2009, p. 1768).

In this early phase of a technology’s life cycle, SCM has the unique chance to influence
aspects like product design, vertical integration or supplier base it later has to cope with. The
trigger phase offers a good opportunity to integrate the Supply Chain with the so-called
“Design Chain”. According to Cohen and Roussel (2006, p. 28) the Design Chain is the
network of all partners inside and outside of the company who are involved in the definition
and development of new products and services. By integrating the Supply Chain with the
Design Chain, fast and sustainable introduction of new products and technologies is
facilitated and the supply chain has the ability to quickly respond to fluctuations in demand
(Cohen and Roussel, 2006, pp. 28-29). SCM should get itself ready and start analysing the
characteristics of the technology. Potential supply chain risks may already be identified in
advance. In summary, being aware of the trigger phase of a technological innovation offers a
great opportunity for supply chain management to provide the basis for successfully
mastering the technological life cycle from a logistics perspective.

Phase 2: The Peak of Inflated Expectations

From a hype cycle view, the second phase of a technological innovation’s life cycle is
characterised by high expectations and enthusiastic media coverage that lead up to the peak of
inflated expectations (O'Leary, 2008, pp. 244-245). Venture capitalists get interested in the
technology and the number of vendors increases (Linden and Fenn, 2003, p. 8). With regard
to its maturity, the innovation is transitioning from a late embryonic to the early
emerging/growth stage as first-generation products emerge. The adoption process begins with
innovators adopting the new technology. Those “early prestigious customers” (Fenn and



Raskino, 2008, p. 8) not only command substantial financial resources but additionally have
the ability to understand and apply complex technical knowledge (Rogers, 2003, pp.
282-283). The performance of the technological innovation is at an emergence stage. There
might at most be poor return unless some specialised deployments or customised products
find a high-margin niche (Linden and Fenn, 2003, p. 6).

From a supply chain perspective, this phase should be used to set up a responsive supply
chain. SCM has to ensure building up the supply chain appropriate for the small scale
production of first-generation products. It is important not to get infected by the media hype
and resist building up excessive capacities that might match the level of hype. The supply
chain should instead better be designed responsive in order to react to some irregular demand.
A first supplier base must be built up containing of suppliers that are highly reliable rather
than low-priced.

Phase 3: Trough of Disillusionment

The third phase is characterised by disillusionment as the technology does not fulfil the
overinflated expectations and becomes unfashionable (O'Leary, 2008, p. 245). Failures and
challenges are publicised by the media rather than opportunities and potential value (Fenn and
Raskino, 2008, p. 8). With regard to its maturity, the technology is at the emerging/growth
stage. Early feedback regarding problems and issues from first users and enhanced knowledge
are the basis for further technological improvement by abandoning the impractical (Roussel et
al., 1991, p. 60). Although the media hype declines, early adopters follow up innovators as
they identify benefit coming with the new technology (Linden and Fenn, 2003, p. 8). Early
adopters can be characterized as “the individual to check with”, being locally acknowledged
role models (Rogers, 2003, p. 283). Up to 5% of the market volume has adopted the
technology at the end of this phase (Linden and Fenn, 2003, p. 7). The performance of the
technology is on a transition from late emergence to early growth state.

Supply Chain Management should use the calm down of the hype for a consolidation of the
supplier base and a systematic elimination of all inefficiencies that might have crept in during
the hype phase. Being cost-efficient is very important at this stage as the low performance of
the technology in combination with little market adoption does not lead to sufficient profit.
Additionally, it is getting harder for companies to acquire venture capital with disillusionment
dominating the technology’s appreciation. If the company is not capable of diminishing its
losses with the contribution by logistics and SCM, it might not make it to the next phase of
sustainable growth. At the same time, ensuring the adaptability of the supply chain is of great
importance for being ready to react immediately on rising demand when the technology starts
climbing the slope of enlightenment at the end of disillusionment phase.

Phase 4: Slope of Enlightenment

As the understanding about the applicability, risks and benefits grows, a sustainable increase
of the technology’s visibility rather than a media hype based on expectations begins (Fenn
and Raskino, 2008, p. 10). Companies acquire later-round funding for marketing and sales
support to pull themselves up the slope of enlightenment. The technology enters the
adolescent/mature phase of the maturity cycle as second- and third generation products are
launched and the pace of advance in understanding and development slows (Linden and Fenn,
2003, p. 8; Roussel et al., 1991, p. 60). As early adopters begin to experience benefits they
overcome the trough and infect the early majority (Fenn and Raskino, 2008, p. 9). The early
majority follows “with deliberate willingness in adopting innovations but seldom lead”
(Rogers, 2003, p. 284). During this stage, adoption rises from 5% up to 30% of the potential



market segment (Linden and Fenn, 2003, p. 9). With regard to its performance, the
technology is in the middle of the growth phase characterised by accelerated performance
improvement and a growing profitability (Lu and Beamish, 2004, p. 601; Schilling and
Esmundo, 2009, p. 1769).

From a supply chain perspective, the appropriate strategy in this phase should be to
implement agility. Although there is a general trend for rising demand, it is still volatile and
cannot reliably be predicted. Availability is an important competitive factor at this stage. An
agile supply chain that emphasizes short lead-time and a high service level is the best match
for those requirements (Mason-Jones et al., 2000, pp. 55-56; Khalarmov and Ferreira, 2012,
pp. 7-9). On the other hand, SCM has to scale up the capacities of logistics and the suppliers
as the growing market adoption leads to higher demand.

Phase 5: Plateau of productivity

As the benefits of the new technology are broadly demonstrated to and accepted by the real-
world, the technology enters the plateau of productivity. An ecosystem around the technology
evolves (Linden and Fenn, 2003, p. 9). The innovation is considered proven and enters the
mainstream stage of its maturity with risks being significantly lower (Fenn and Raskino,
2008, p. 37). Scientific and engineering advances have reached a substantial completion
(Roussel et al., 1991, p. 60). The phase is further characterised by the beginning of
mainstream adoption that represents the steepest part of the adoption curve (Linden and Fenn,
2003, pp. 7-9). The late majority starts adopting the technology because of economic
necessities or increasing peer pressures (Rogers, 2003, p. 284). At the beginning of this phase,
performance is still high but with competitive pressure rising, it slightly enters the aging stage
and profits begin to diminish (Schilling and Esmundo, 2009, p. 1769).

As the technology enters the plateau of productivity, Supply Chain Management has to focus
on implementing efficient structures and processes for high-scale production. Since the Hype
Cycle with its high volatility and uncertainty is left behind, a hybrid, “leagile” supply chain
that combines lean and agile benefits should be built up (Mason-Jones et al., 2000;
Khalarmov and Ferreira, 2012, p. 8). This can be accomplished by using postponement
strategies and supplier base reduction.

Based on this phase description, the framework for mastering technological innovation life
cycles presented in Figure 7 is being derived. The upper part of the framework is used for the
placement of a company’s technological innovation into its respective innovation life cycle
phase. The appropriate supply chain strategies and priority SCM tasks are presented in the
lower part. The applicability of this framework is now demonstrated by taking the example of
e-mobility.
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Figure 7: Framework for mastering innovation from a supply chain perspective

3.5. Applicability of the framework

In recent years, e-mobility has established itself as a serious alternative for automotive
mobility: The expected shortage of fossil fuels leads to steadily increasing fuel costs. The
ecological awareness of society in general and especially vehicle customers is rising.
Legislative regulations like the limitation of CO, emissions and the implementation of
emission-free city zones require new alternatives for mobility (Wallentowitz et al., 2010, pp.
3-34). Furthermore, the introductions of first electric life-style vehicles like the Tesla
Roadster in 2008 have been well-covered by the media and contributed to the e-mobility hype
(Tesla Motors, 2012). In summary, after several setbacks in the last century, there is a strong
belief that e-mobility has already reached a sustainably breakthrough this time and will have
further major impacts on the automotive industry and its supply chain structures (acatech,
2010, p. 32; Mietzel, 2011, pp. 96-97).

Hence, the analysis of the respective past and present automotive supply chain configurations
in comparison with the respective recommendation of the developed framework may help to
validate the framework’s applicability. To begin with, e-mobility has to be characterised by
use of the technological innovation classification scheme (see Figure 6) and the development
phases of e-mobility have to be analysed against the background of life cycle characteristics
from a supply chain view.



Allocation of e-mobility within the technological innovation classification scheme
E-mobility emerges from the field of engineering since it founds on the respective technical
knowledge. The electric vehicle as the outcome of the innovation is a product. Hence,
e-mobility is clearly to be classified content-wisely as a technological innovation.

From a macro-perspective, e-mobility is not innovative since its basic technologies and
functionalities have generally been known for a long time (Kirsch, 2000). Nevertheless, from
a micro-perspective, e-mobility does have the characteristics of an innovation. Especially if
the concept of “purpose design” is being pursued, electric cars may be regarded as really new
for automotive manufacturers. One example for a purpose-built electric car that carries the
characteristics of being considered a really new technology is the mia, a battery-electric
vehicle built in France since 2011 (mia electric, 2012, pp. 1-5). From a customer point of
view, e-mobility is new since most customers have never been in touch with electric vehicles
before. Both, marketing and technological discontinuities occur in the context of e-mobility.
New marketing concepts have to be developed to spread the advantages of electric cars. And
new mobility concepts like car sharing and new ownership models (e.g. battery leasing)
evolve around e-mobility. Furthermore, the development of electric cars requires paradigm
shifts in automotive technologies, e.g. battery concepts, wheel hub motors or light weight
construction (Spiegelberg, 2009, pp. 69-74). Hence, it may be concluded that with regard to
the degree of innovativeness, e-mobility is classified as being a really new technology for the
automotive industry.

Concerning the procedural/life cycle dimension, e-mobility is entering the trough of
disillusionment as news about technological failures (e.g. the battery explosion of the
Chevrolet Volt, (Reed, 2012a)), unmet sales expectations (Nationale Plattform
Elektromobilitat, 2012) and financial trouble of market participants (e.g. Think! bankruptcy
(Reed, 2012b)) replace the excitement about potentials. Figure 8 summarizes the respective
classification. Following, the first three development phases of e-mobility are discussed
against the background of life cycle characteristics and framework recommendations.
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Figure 8: E-Mobility within the Technological Innovation Classification Scheme

Phase 1. Technology Trigger E-Mobility
The first phase of the innovation cycle in the context of e-mobility cannot be narrowed down
to a single event. Different drivers have led to an intensified political, media and social

! Purpose design is defined as the fundamental new development and design of a vehicle according to the
technological constraints and freedom of design of e-mobility (Wallentowitz et al. 2010, p. 117).



awareness of e-mobility during the last decade. In Germany, one of the last trigger points for
e-mobility to step into phase 2 might have been the passage of the national development plan
for e-mobility in 2009 which included the implementation of the national platform for e-
mobility and the release of €500 million in research funds (Bundesregierung, 2009a, 2009b).
But until then, electric cars have been almost not available for the regular customers.
Nevertheless, most manufacturers have then started to increase their efforts in e-mobility
R&D.

The developed framework for mastering innovation from a supply chain perspective
recommends that companies should choose a strategy of monitoring and awareness for their
supply chain for this phase. Major tasks should have been the identification of potential
supply chain risks and the integration of the design chain. Looking into practice, it may be
discovered that VVolkswagen developed an indicator system for risk assessment at that time
(Leohold, 2011). This system is used to monitor supply risk for natural resources which are
important for battery production (e.g. lithium, cobalt and neodymium). Also the design chain
integration could be observed in practice. For example in 2006 the joint venture Li-Tec
Battery GmbH has been founded by Evonik Industries AG and Daimler AG (Li-Tec Battery
GmbH, 2010).

Phase 2: Inflated E-Mobility Expectations

The peak of inflated expectations occurred at the beginning of this decade. Venture capitalists
did provide large amounts of financial resources for the foundation of new companies like the
franco-german mia electric (mia electric, 2012, pp. 1-2). First-generation products like the
Tesla Roadster have been built in small batches (Tesla Motors, 2012). But companies still
struggle to be profitable (Beissman, 2011). In this phase, the framework suggests a responsive
supply chain strategy. Companies should resist the hype and avoid building up excessive
capacities. Mia electric did not follow this strategy and has built up high capacities of 1.000
cars per month (mia electric, 2012, p. 1). In May 2012, the press reported that mia is getting
into serious trouble due to world-wide sales dropping down to not more than 50 cars per
month (Le Roux, 2012).Another priority task recommended within this phase comprises the
building-up of relationships with highly reliable suppliers. In practice, we recently observed
Daimler and its supplier Bosch building up a joint venture for the supply of electric engines
which proves that point for the Daimler supply chain (Daimler AG, 2011).

Phase 3: E-Mobility Disillusionment

As already stated, e-mobility is very recently reaching the disillusionment stage of its life
cycle. Adoption slightly increases, yet remains on a very low level (Kraftfahrt-Bundesamt,
2012). The appropriate supply chain strategy in this phase is adaptability. And again, recent
news supports this recommendation: GM has to stop the production of their electric car
Chevrolet Volt for the second time this year to adapt to low demand (dpa, 2012). The cool
down of the hype should now give the time for consolidation. It may also be observed that the
automotive supplier and battery producer Johnson Controls did end its partnership with
Samsung, the joint venture “Johnson Controls-Saft” to sharpen its own battery supplier image
(Morawietz, 2012). Cost-efficiency is obviously becoming increasingly important since
electric vehicles are still far more expensive than comparable conventional cars.

4. Conclusion and further research

In this paper, an approach for dealing with change in supply chains triggered by technological
innovations has been proposed. The discussion of the state of the art has clarified that existing
models and approaches are primarily designed for companies that can inherently characterize



products as being innovative rather than dealing with the management of technological
innovations that lead to a demand for changing the supply chain. Although a wide range of
life cycle models provide the basis for a distinct innovation characterisation, only the standard
life cycle model has been applied to SCM so far. Thus, previous research is not directly
applicable to supply chains prone to technological innovation, as these have to be
accompanied by changing supply chain strategies throughout the innovation process until a
stable process of maturity is reached.

Since innovation is a wide field, a technological innovation classification scheme has been
developed to narrow down the scope and provide the means for classifying the individual
innovation. Based on this classification scheme, the presented framework integrates existing
life cycle models and supply chain strategies. For the classification of each innovation’s life
cycle phase, general criteria have been derived from the underlying life cycle models. For
each respective phase, an appropriate supply chain strategy along with priority tasks is
provided.

Though the demonstration example discussed in chapter 3.4 shows the general applicability of
the framework, it is now necessary to approve the selection of the life cycle models and the
division into the phases by further empirical research. Besides its contribution to practitioners
in SCM, the framework for mastering innovation from a supply chain perspective also
provides a useful basis for further research. More precise indicators need to be integrated into
the framework to determine the life cycle phase and measure criteria for the early
determination of phase change. The phase transition has to be analysed in more detail to
integrate an appropriate process of change into supply chain practice. And furthermore, this
paper only focused on technological innovations. Since market and organisational innovations
also bring along requirements for change in supply chain strategy and configuration, their
integration into the framework is one of the next steps.
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Abstract

Due to the globalization manufacturing enterprises have to be present locally with their
own capacity in almost all markets, thereby greatly increasing the planning complexity
of manufacturing networks. Today’s high number of digital tools are deployed and used
to support planners along their activities. However, the challenge remains not only to
have better understanding of network configuration and evaluation but also to identify
the most suitable digital tool with the required functionalities and capabilities for these
purposes and needs. To meet these challenges, a new combined approach for the config-
uration and the evaluation of production networks using a maturity model has been con-
ceived at the Fraunhofer-Institute for Manufacturing Engineering and Automation IPA.
The maturity based approach also takes into account recommendations and measures to
increase the degree of maturity. In a further step the developed approach is also suitable
to measure and evaluate the progress made on the configuration of the supply chain.

Key Words: Supply chain, maturity model, evaluation.

1 INTRODUCTION

In comparison with the past, today’s manufacturing enterprises in all industrial sectors
are confronted with bigger market challenges. The markets getting global, goods and
services are available all over the world within a short period of time. These circum-
stances increase the market challenge pressure for manufacturing enterprises worldwide
(Westkdmper 2006). To meet these challenges manufacturing enterprises have to be
present locally with their own capacity in almost all markets. The presented approach in
this paper provides large share to master them successfully. Therefore the approach
combines two methods, for the strategic planning of production networks as well as for
the evaluation and determination of the supply chains maturity, conceived at the Fraun-
hofer-Institute for Manufacturing Engineering and Automation IPA. For the strategic
planning and value added ideal creation of supply chains, multiple planning scenarios
are developed, implemented into holistic models and finally benchmarked and evaluat-
ed. These alternative planning scenarios are examined in terms of maturity aspects. The
combined approach considers various uncertainties as well as dynamic aspects and their
temporal trend. The results are statements to supply chain costs as well as its maturity.
Furthermore the presented approach is a high potent support in strategic planning of
production networks and the related decision making process.



2 PROBLEM STATEMENT

The globalization of markets and the related competitive pressure are permanently in-
creasing (Risse 2003). This provides manufacturing enterprises with huge challenges
(Klopfer 2000). To meet these challenges, manufacturing enterprises have to be present
locally with own capacity in almost all markets, thereby greatly increasing the complexi-
ty in the production networks. This leads to an increasing importance of location and
network planning with the goal of flexible and cost effective distribution of the value
creation (Fleischer 2004, Kinkl 2004). The significant efforts for the reduction as well
as the decrease of the necessary investments are required to enable these companies to
select the value added ideal production network. For the configuration and the planning
of production networks it is more and more important to increase the collaboration and
communication between actors within a value chain. Computer-based information sys-
tems are used to support the value-chain activities by allowing automated communica-
tion between single actors (Makris et al. 2008). They aim at keeping the production
network competitive, by introducing a new depth of control and configuration. There is
an excess supply of digital tools, all bringing their specific functions, risks and implica-
tions to the table. The selection, introduction and use of digital tools are difficult to as-
sess. These digital tools and methods should be steadily and comprehensively reviewed
and evaluated to regarding its current feasibility / performance in order to ensure contin-
uous improvement. Evaluating and selecting suitable methods or digital tools to fit into
the existing systems and addressing the specific needs of a value chain is difficult, and
there is still a lot of potential to be realised. Therefore such tools and methods as well as
the production networks themselves have to be evaluated regarding their maturity is-
sues.

3 STATE OF THE ART

In order to define the scope of the combined approach and perhaps to use benefits of
existing approaches, several approaches (from the research as well as the industrial side)
dealing with at least two fields of the topic production network, simulation and costs as
well as existing maturity models will be shortly described and highlighted in the follow-
ing chapters. Since most of the maturity models often are very extensive, there will be
no detailed description of all model elements, processes and skills. Therefore, mainly
the basic structure of the models and the core elements and maturity levels will be brief-
ly explained.

3.1 Network Planning and Configuration

The ideal connection of the different production sites is a critical point in assuring the
competitiveness of manufacturing enterprises. Researches have already addressed the
complexity of planning production networks with mathematical or electronic support in
the early 90s. One of the first models (see Figure 1), which handle new production ca-
pacities in production network, was developed by Hagedorn (1992). In this approach a
production network has been divided into two levels, the production site level as well as
the headquarter level. By dividing the network into these levels Hagedorn generated a
simulation model to analyze the future changes in the production program, as presented
in Figure 1.



————> Finished product
—— —2> Not yet finished products
--------- > Capital

Figure 1: Two network level definition (adapted from Hagedorn 1992).

Schellberg (2000) and Merchiers (2008) adopted the division of networks and extended
it in a further step to the three different levels. The first level is the network level, within
the production sites are chosen and their roles are defined. The middle one describes the
location level, where the production program of the single production locations is
planned while the detailed planning of production processes is connected to the third
level “production module” (see Figure 2).

Production
module

Network Location

Figure 2: Definition of three different levels (Merchiers 2008)

Nevertheless the general idea of defining different levels is not found in all modern re-
searches. One important work dealing with planning of production networks has been
composed by Meyer (2005). He developed a method for designing and evaluation global
production networks focused on a quantitative analysis of network costs by using a
mathematical optimizing. Other research works focus more on the aspect of analyzing
costs at one production site and neglect the extension to production networks.

From the industrial side, also several approaches are existing. Wunderlich (2002) devel-
oped based on MS Access the tool KostSim aiming at the calculation of costs using the
simulation. A variable cost model is used in this tool, in order to provide enterprises the
opportunities for mapping their own cost accounting methods. Wunderlich divided the
costs into variable and fix costs as well as cash and purely imputed cost rates. Bierwirth
(2004) developed a three level decision model according to the strategic planning phase,
the concept planning phase and the fine planning phase. The main core of this approach
was related to the logistic structures of production networks. The developed tool aims to
support the decision making regarding the site planning in early phases using pre-
defined key indicators. Within the concept and the fine planning, this approach ad-
dressed the transparency of processes using the visualization based on CAD. In the
frame of the fine planning he created a dynamic simulation model for the monetary
analysis of production networks. The calculation of the costs will be achieved according
to the definition VDI (Association of German Engineers). Meyer (2006) developed a
method for the configuration of global production networks. This approach aims to im-
prove the configuration and the evaluation of alternative site structures using a quantita-



tive model, which supports at the determination of the cost optimal site structure as well
as possible goal conflicts. Another approach for the optimization of supply chains was
developed by Volkswagen Nutzfahrzeuge (2008). The developed tool SCOT (Supply
Chain Optimization Tool) is designed for the optimization of production as well as pur-
chase scenarios in the automotive industry. The calculation using SCOT provides state-
ments about the ideal distribution of series production vehicle and derivatives. Within
the calculation, costs aspects as well as local content requirements are integrated. These
instructions determine the proportion of the value that has to be met at least at one pro-
duction site. A further approach and tool NetPIAn for reducing the whole costs in pro-
duction networks was developed by Prinz (2009). Using this tool the added value can be
analyzed and visualized. For the monetary evaluation of the value added distribution the
different costs (e.g. Personal, machine, quality, material, area, disposal, logistic and
packaging costs) are taken into account. Grauer (2010) developed a methodology for the
configuration/design of global production networks, where the main focus is on the in-
teraction between product design, process design and site decisions. Considering these
factors, a procedure for the design and subsequent evaluation of production networks is
being developed. The quantitative evaluation is done by calculating the cost of an ap-
propriate product for each module location and the qualitative evaluation can be done
using the cost benefit analysis. The following figure (see Figure 3) shows an overview
about the different approaches from the industry as well as the research side.

Approach from the research side

Hagedorn Kontny Herm Mostert Merchier / Kohler
1992 yzooz 7 7 2007 /2005 7 7 2012

Wunderlich Bierwirth Meyer VW NFZ Prinz / Ost Grauer

Approach from the industry side

Figure 3: Overview of state of the art approaches

In conclusion several approaches of research as well as from the industrial side exist
which deal with the matter of simulation or mathematical supported planning of net-
works or with the detailed analysis of cost structures in production sites or production
networks. Although financial aspects are included in most of the methods, there is to
date no method contains all the relevant costs in production networks. Furthermore the
aspect of dynamic examination is less addressed as well as the consideration of uncer-
tainly factors; most of the generated methods focus on static optimization.

3.2 Maturity Model Foundations

Maturity models are based on the assessment of competency objects with the goal of
consistent and verifiable statements about their status and quality of their execution.
Commonly used objects are organisations and their processes (de Bruin et al. 2005)
(Mettler 2009) (Mettler and Rohner 2009). In recent years different maturity models
have been used in different fields of application. The different levels/stages of maturity
within such models can be used to describe the different achievable skill levels. Maturi-
ty models not only include methods for the assessment of skill levels, but also provide
incentives and measures to increase the degree of maturity. After the introduction of
measures to increase the skill level of maturity these models are also suitable to measure
and evaluate the progress made (Wochinger et al. 2010).

Maturity models can have different purposes. A maturity model may be limited to a
competency measurement, is part of a skills analysis and additionally can provide in-



formation on causes of the deficits of maturity level assignment or can propose instruc-
tions for solutions to improve the maturity level (Ahlemann et al. 2005). Different defi-
nitions of maturity models can be mentioned:

"A maturity model is a (simplified) representation of reality to measure the quality of
business processes. Here, depending on the model, different stages of "maturity” of
business processes are described.” (Fritz 2009)

"Maturity models are using a staging system, which represents the performance of a
specific area of a company. These stages are pre-defined by the maturity model.” (Bur-
gin 2007)

In the literature and the praxis different existing maturity models are established in dif-
ferent fields:

= Maturity models in the fields of project- and process management;

= Based on Quality Management models and tools from the field of (SW) devel-
opment;

= Maturity analyses and models to check status of business processes.

The most popular approach for measuring the maturity level is the “Capability Maturity
Model” (CMM) of the Software Engineering Institute (SEI) of Carnegie Mellon Univer-
sity (Berg 2006). The Capability Maturity Model is the oldest and best known model,
which is applied for the improvement of software processes. The five-step evaluation
scheme was originally intended to assess the quality of software processes of software
suppliers of the U.S. Department of Defense (Glinz 1999). The maturity levels of CMM
are used as an indicator of the ability of an organization, to develop and provide soft-
ware with the required quality and financial requirements within specified time frame
(Paulik et al. 1995). In subsequent years the model has been enhanced, several upgraded
versions were released and finally the successor model, the Capability Maturity Model
Integration (CMMI) was developed. The CMMI consists of 5 different maturity levels
(see Figure 4).

Focus on continuous
process improvement

Process measured and
controlled

Process characterized for
organizations and is
often proactive

Process characterized for
projects and is often
reactive

Process unpredictable,
poorly controlled and
reactive

Figure 4: CMMI Maturity Levels (Carnigie Mellon University 2005)

In CMMI several previous models are integrated, that have the same basic ideas and
goals, but are different in structure and field of application. CMMI has the following
main fields of application (Kneuper, 2003):

= Software Engineering
= System Engineering
= Integrated Process and Product Development



Another validation model is the so called EFQM Business Excellence Model. It is not a
classic maturity model, but it is often used as a basis for many maturity models. EFQM
stands for European Foundation for Quality Management and describes the merger lead-
ing from the top European companies with the aim of developing and providing its own
model to increase their own competitiveness in global markets (Kirstein 2010).

The EFQM Business Excellence Model is a model for the integrated quality manage-
ment and it is based on the simultaneous consideration of people, processes and out-
comes. The basic model consists of three main pillars of leadership, processes, and
business results and is supplemented by specific implementation areas (people, policy
and strategy, resources, etc.). The model explains the principle that people-focused re-
sults, customer-focused outcomes and results related to society can be achieved through
leadership with the help of policy and strategy, employee orientation and management
of resources. Besides the three major pillars and their subdivisions, that are individually
emphasized and weighted in relation to the overall model, the model is divided into the
areas of enablers and results. As enablers all input factors are known which are used to
achieve the desired results (Kirstein 2010). If the EFQM Business Excellence Model
will be compared to the CMMI model, then the commonality of definition and im-
provement of processes is recognizable. The other aspects of the EFQM Business excel-
lence Model are only considered rudimentary in the CMMI model (Kneuper 2003).

ISO/IEC 15504, mostly referred as SPICE (Software Process Improvement and Capabil-
ity Determination), is the international standard for process assessment, which was initi-
ated in 1993 (Duncan 2002). The initiative was for supporting the development and val-
idation of a practical international standard for software process improvement. The ini-
tial versions of ISO/IEC 15504 focused exclusively on software development processes.
In further versions, it was enhanced to cover all processes related to software life cycle,
project management, configuration management and quality assurance (Rout et al.
2007). The approach provided by SPICE can be used for process improvement as well
as for capability determination (Dorling 1993) (Rouse 2008). The SPICE model makes
it possible for organizations to use the standard for process capability determination
mode, process improvement mode and self-assessment mode (Konrad et al. 1995). The
SPICE approach was developed based on the weaknesses of previous standards and
models. As other international standards and models SPICE takes into account the as-
sessment of the capability, effectiveness and quality of processes and organizations.

4 OVERALL APPROACH

The flexible and cost optimized distribution of the value creation in production net-
works depends on three factors: costs, time and quality. These factors influence each
other and the optimization of a single factor may adversely affect the other two factors.
Therefore, these factors have to be considered parallel. Due to the globalization manu-
facturing enterprises have to be present locally with their own capacity in almost all
markets, thereby greatly increasing the planning complexity of manufacturing networks.
Today’s high number of digital tools are more and more deployed and used to support
planners along their activities. However, the challenge remains not only to have better
understanding of network configuration and evaluation but also to identify the most
suitable digital tool with the required functionalities and capabilities for these purposes
and needs. To meet these challenges and to reduce the complexity in production net-
works, new approaches, for the strategic planning of production networks as well as for
the evaluation and determination of the supply chains maturity, have been conceived at
the Fraunhofer-Institute for Manufacturing Engineering and Automation IPA. For the
development of this approach, existing methods for classification costs were considered;
corresponding cost models were analyzed and evaluated in a further step. Based on the



results a new cost model is developed, which includes the different costs within a pro-
duction network and integrated into the method. Within the developing of the cost mod-
el as well as its integration, based on the idea of Merchiers, three different levels are
taken into account, the network level, the site level and the level of production consist-
ing of various production modules. The next figure (see Figure 5) shows the distribution
of the costs to the different levels.
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Figure 5: Cost distribution related to the different levels

Due to this approach, the distribution of the added value on already existing sites and/or
new planned sites should be analyzed using a digital tool (simulation tool) and taken
into account dynamic aspect and uncertainty factors. Because of the simulation based
investigation, the detail level regarding the material flows has to be selected by using the
Pareto principle. Therefore, only the cost-intensive product components/modules are
taken into account within this investigation of the value added distribution during the
strategic planning phase (Bierwirht 2004, Klug 2010).

The developed approach covers several phases in order to distribute the value added in
global production networks as well as to determine the maturity level of the production
network. The first phase is to analyze the structure of the product, the costs as well as
the production related to the three level model. Based on the analyzed structures, differ-
ent planning scenarios and a whole concept can be developed. In a further step, the ma-
turity level of the developed concept can be determined and evaluated. In order to sup-
port the planning activities a digital tool is needed. Thus, possible tools, which are suit-
able for such topic, will be analyzed. Based on pre-defined criteria the maturity level of
the tools will be determined and the most suitable one will be selected. In a further step,
the implementation of the concept using the selected digital tool can be done.



Within the first phase, the product structure will be analyzed. The results of this step are
the different products that will be produced in the production network as well as their
different main components and who the producers for these Products/main components
are (see Figure 6).
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M: Module (consisting of several components) Allocation of the modules/components to the involved
C: only the main components of a module suppliers

Figure 6: Analysis of the product structure / Allocation of the modules or components to the suppliers

The potential benefits of using digital tools supporting value chain planning and config-
uration are acknowledged by most manufacturing enterprises (Bierschenk et al. 2004). It
is generally accepted that there are relevant potentials to be realised, but especially
SMEs often hesitate in implementing these technologies when facing the evaluation of
potential benefits and selection of suitable methods and tools for their specific needs.
The maturity based approach should support manufacturing enterprises in introducing
new digital tools or methods as well as technologies by providing a procedure as a status
check of the current organizational and technical structures and processes along the
whole value chain. This approach should help to answer to the following questions that
arise while introducing new tools, methods or technologies:

=  What is considered to be evaluated?
=  What kind of technology / digital tool should be used / introduced / evaluated?

=  Where / for what purpose should / could the technology / method / digital tool
be used?

=  Whether or not these tools / methods / technologies should be introduced, etc.?
(Is it worth, will it be accepted?)

=  When is the best time to introduce / use the new tool / method / technology?
= What implementation strategy / strategies can be applied?

The maturity based evaluation is set on a 2-dimensional approach. On the one hand the
production network itself has to be analysed and evaluated in the context of capabilities
for introducing and using new tools / methods / technologies. On the other hand these
tools / methods / technologies has to be evaluated, if they are suitable and capable for
the enterprise’s needs.

a) Evaluation of the production network point of view

Different issues regarding the organizational and technical conditions within the produc-
tion network have to be taken into account while thinking about introducing new tools
or technologies. Corporate structures include structural and operational structure of the
enterprise. The human resources in the enterprise are an important factor for the suc-
cessful introduction and the later use of the tools. This includes the aspects of training,
skills, competencies, roles, personality, intrinsic values, corporate culture and lea-
dership. The main objective is to analyse, if the production network / the value chain



itself is able to introduce and use such tools or methods. That means for example is
there an existing IT infrastructure and if yes, is it sufficient enough and are the personnel
qualified for using such tools and methods?

b) Evaluation of the tool / method point of view

Similar to the production network point of view, the tools or methods that are intended
to be introduced and used have to be analyzed and reviewed in detail. For example it has
to be scrutinized, if the tool or the method can provide the functionalities for supporting
the configuration of the production and the networks needs as well as if the tool is com-
patible to the existing IT infrastructure. Also the estimated period of the introduction
phase has to be taken into account. Specific Key Performance Indicators, checklists,
requirements as well as an evaluation scale has to be developed and predefined in order
to select the most suitable tool or method.

¢) Combination to an overall point of view
The previous mentioned single points of view can now be combined to an overall basic
and general procedure for the maturity based evaluation approach (see Figure 7).

No use of the tool / not not

method / technology sufficient sufficient
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‘_

No use of the tool / not

method / technology sufficient
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. sufficient
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Further use of the tool /
method / technology

Figure 7 : Validation Process based on Maturity Evaluation



This overall procedure can be broke down into following steps:

1) Determination of the maturity level of a production network and its value chain

2) Determination of the maturity level of the tool / method (before).
That means, determination of different maturity levels and criteria that must be com-
plied by the different levels.

These first two steps are in accordance with the previous mentioned evaluation points of
view. If the maturities are sufficient enough the introduction steps can be carried out. If
the maturity is not sufficient enough, the introduction can be stopped or strategies for
increasing the maturity has to be applied (step 6).

3) Determination of the economic feasibility of using the digital tool or method
This step is not obligatory for maturity issues, but most enterprises also need to ana-
lyse the economic point of view, that means how high are the licence fees or the in-
vestment costs and what will be the efforts for the introduction, implementation and
usage.

4) Use / introduction of the tool / method / technology for configuration of the produc-
tion network
If the economic feasibility is sufficient enough, the tool, method or technology can be
introduced and used in the enterprise for network configuration and planning.

5) Combined Maturity evaluation of the tools and the production network (after)
After using the tool it should be determined a combined maturity of the production
network and the tool. That means if the introduced tool / method / technology sup-
ports the enterprise in achieving the overall predefined goals as well as how the tool
or method is accepted.

6) Monitoring and development of strategies to increase maturity
If the maturity is not sufficient enough strategies for increasing the maturity has to be
applied. That means maturity indicators, maturity drivers and maturity enablers have
to be identified and implemented.

After a suitable tool has been selected and its maturity as well as the maturity of the
production network is sufficient, the overall concept can be implemented in order to
configure the production network. The implementation will be done according to the
“top down strategy”. It means from the network level, down to the single sites and in a
further step to the production modules. In this model various uncertainly factors and
dynamic factors as well as their trend have to be presented, in order to reduce the risks
in the decision making. In a further step, all the needed data and costs for the developed
planning scenario will be collected related to the different level, the possible transport
facilities and finally saved in a File based on MS Excel. This file supports the automated
modelling and parameterizing of the developed scenario in the selected digital tool.
While the development of the planning scenarios, the single sites will be linked accord-
ing to the product modules and main components, their production quantity as well as
the needed transport facilities. Beside these main activities, further parameters regarding
the costs and the production structure have to be selected, that the results of a simulation
studies can be clearly interpreted. Thereby, it should be noted that a sufficiently large
number of simulation runs for each simulation study should be done, in order to secure a
validity of the determined parameters, because stochastic aspects are integrated to take
account of the dynamic behavior of the production network. Based on the calculated
indicators as well as their corresponding visualization, the planning scenarios can be
evaluated and compared. Figure 8 shows an example of a production scenario for a car
manufacturer, where the demand for cars in Asia is highly rising. Currently 30% of the
produced Press Work Parts (P) in Europe (home site) will be transported to North
America. According to the high car demand in Asia, 50 % of the painted parts (L) will



be transported from North America to Asia using the ship as a transport facility. In addi-
tion, 50% of the painted parts of the car will be exported from Europe to Asia. Related
to these requirements, the production network can be configured.
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Figure 8:Example for a prototypical car manufacturer

After the modelling of the scenarios, different simulation studies can be run. The results
of these studies will be visualized and exported, in order to be able to compare the dif-
ferent scenarios to each other. For the evaluation and synthesis of the scenarios, goal
criteria have to be defined. The scenarios will be evaluated according to the goal crite-
ria, which also have to get weighted. The next figure shows the visualization of some
performance indicators (time, quality, costs) for a modelled scenario.
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Figure 9 : Visualization of performance indicators related to three different sites.
5 BENEFITS

Maturity models for the purposes of evaluation issues have several benefits like finding
vulnerabilities and identification of improvement measures, a better control over costs
and time or an earlier and more accurate predictable release and introduction of tools
and technologies. Further the production network get the capability for self-assessments
and comparison with other companies by getting transparency of the organisational,
technical and operational status as well as the early identification of deviations from
targets and risks. The main objective will be to integrate this approach into a perfor-



mance measurement system with which it can be possible to analyse and optimize the
performance of ICT infrastructure of value chains of manufacturing enterprises. In this
case the maturity based approach builds the foundation for the strategic and purposive
network configuration. It is used for the determination of the overall production net-
work’s maturity as well as the selection of the most suitable digital tool for the imple-
mentation of the planning and configuration concept. The benefit of this approach is to
reduce the planning efforts using a library based and user friendly simulation as well as
the intuitive modelling of planning scenarios. On the other hand this approach provides
a better tracing of the product information and the allocated costs in whole production
network. It is possible to access this information, in order to track where and when the
product were manufactured, when and where the components were produced, what the
product costs are and how the costs are composed.

6 CONCLUSION & FUTURE WORK

The upcoming challenges for manufacturing enterprises as globalization, flexibility and
adaptability in today’s and future markets lead to the customer needs of high potent
support in strategic network planning and the related decision making process. There are
many tools, models, or methodologies which might be implemented to support the im-
provement of production network processes. Regarding these topics several questions
may rise: How can an enterprise select from all of the tools and methodologies? Does
the production network have the required maturity and capabilities for implementing
and using such tools or methodologies?

This paper presents a combined approach for the configuration and the evaluation of
production networks using a maturity analysis. The different stages of maturity within
this analysis can be used to describe the different achievable skill levels of the produc-
tion network and the digital planning tools. As work on the maturity model is still ongo-
ing, this paper focuses on the foundations and the procedure for evaluation of digital
tools for the purposes of production network configuration. The maturity based ap-
proach not only includes methods for the assessment of the skill status, but also provides
recommendations and measures to increase the degree of maturity. In a further step the
developed approach is also suitable to measure and evaluate the progress made on the
configuration of the supply chain. For this topic, the production network will be seg-
mented into three different levels (network level, site level and the production level).
Based on these levels, several planning scenarios can be analyzed and modeled taken
into account the structures of the product, the production and the costs. Therefore differ-
ent performance indicators have to be taken into account e.g. technical performance and
labour cost in different countries, regions and cities as well as various market require-
ments and legal regulations. Based on these indicators different planning scenario alter-
natives are developed and evaluated regarding quantitative and qualitative criteria. The
definition of the different maturity and capability stages, as well as specific examples of
tool areas or requirements is still in progress and will be addressed in future work. After
the maturity model has been defined and the evaluation criteria have been set, suitable
strategies for increase of maturity will be developed.
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ABSTRACT

Suppliers and manufacturers face different demand patterns, cost structures and supply chain
configurations. The pattern of demand can considerably affect supply chain configuration,
firm costs, inventory policies and customer service policies. Demand patterns vary from low
variation, such as in just-in-time production, high demand variation common in consumer
goods, and periodic demand variation - repeated patterns - common to the computer industry.

In this study we examine the effects on supply chain costs from these demand patterns and
how they affect supply chain costs under conditions of supplier and manufacturer capacity
constraints and surges in customer demand.

Key words: demand variation, supply chain costs, optimization, computational model,
capacity constraints

INTRODUCTION

As firms work together and coordinate supply chain strategies to improve competitiveness,
prior strategies of optimizing each respective firm’s inventories and production planning are
recognized as suboptimal. Approaching the production planning process from the perspective
of the supply chain as an integrated system yields opportunities to improve customer service,
more effectively coordinate inventories, and increase profitability. These opportunities arise
because suppliers and manufacturers face different demand patterns, cost structures and
supply chain configurations. Coordinating production planning processes across firms creates
opportunities for firms to improve profitability and customer service. The focus of this study
IS investigating the role that variation in demand patterns and safety stock inventories plays in
supply chain performance, and in particular whether there are specific optimal levels or there
exist ranges of optimality or near optimality that provide managers with increased flexibility
for decision making.

The pattern of demand can considerably affect supply chain configuration, costs, inventory
policies, and customer service policies. Demand patterns vary from low variation, such as in
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just-in-time production, to high demand variation common in consumer goods, and to
structural demand variation - repeated patterns - common to the computer industry. In this
study we examine the effects on supply chain costs from variation in random demand patterns
and how it affects supply chain costs under conditions of supplier capacity constraints.
Specifically, we focus on the research question: to maximize total supply chain profits, what
is the optimal supply chain strategy for inventory and production scheduling strategies for an
assemble to order (ATO) two-echelon computer supply chain? We show that in some cases,
but not all, the “optimal solution” may include a range of near-optimal solutions which
provide managers with flexibility to negotiate with supply chain partners to improve
profitability and customer service levels above locally optimized decisions.

BACKGROUND

It is widely known that demand patterns have considerable influence on supply chain
performance (Fisher). One of the more widely known demand patterns affecting supply chain
performance is the bullwhip effect (Lee, Padmanabhan and Whang), which results from
forecasting error, batch sizes, price variations, and order rationing. Uncertainty in demand
from increased forecasting error results in higher inventories, increased product stockouts,
higher costs, and decreases in customer service.

Traditionally, uncertainty in forecasts and higher demand variation are remedied by holding
higher safety stock. But this is expensive, especially if multiple safety stocks are held
throughout the supply chain. One dramatic example of the perils of holding too much
inventory due to forecast error is a $2.25 billion inventory write-off by Cisco Systems
(Barrett). Inventory liquidations from mismatches in supply and demand are so common that
they are the subject of trade publications (cf. Katz).

Yet holding too little inventory contributes to stockouts and decreased customer service. In
2005 the anticipated release of the Xbox 360 by Microsoft was hampered by product
shortages just before the peak Christmas buying season, causing some customers to consider
purchasing rival products for the upcoming holiday season (Businessweek).

To better manage inventory levels to enhance customer service, minimize stockouts, and
maximize profits, firms may employ optimization models to predict optimal inventory levels.
In this study we illustrate how local optimization by each firm may result in suboptimal SC
profits and lower levels of customer service than could be provided for the same or higher
levels of profitability.

Optimal models at the firm level can be extended to supply chain models when demand is
constant or nearly constant. But examining the effects of variation in demand on firm
performance across echelons in a supply chain, coupled with potential interactions between
levels of demand variation and inventory levels, requires more advanced methods to generate
insights into the complex effects exhibited by supply chains.

For example, deterministic demand optimal models specify shipping as late as possible
within capacity limits while balancing standard or expedited freight costs and timing with
holding costs of inventory. Models with random variation require safety stock inventory to
accommodate peaks in demand, some of which may occur for several periods in a row. Thus
a ship as late as possible policy will result in increased stockouts. Stockouts, in turn, affect
profitability and customer service, as well as inventory levels and holding costs, which in turn



affect the next period’s inventories and costs. In the next section we discuss the methods
employed in this study to accommodate these challenges and answer the research question.

METHODOLOGY

In this study we examine whether total supply chain profits under conditions of demand
variation exhibit similar patterns to optimal solutions for deterministic models. While the
general result is clearly expected to be similar, the functional shape of the optimal or near-
optimal results across different degrees of demand variations and levels of safety stock
inventory (SS) remains unexplored. In particular, we explore zones of optimal or nearly
optimal performance across a range of CV and SS. A secondary consideration is evaluating
whether customer service measures of low or zero product stockouts fall within these zones.
If so, managers have additional options to positively influence supply chain performance
across multiple performance objectives by seeking the lowest stockout levels within the
nearly optimal profit zone.

To investigate the differences in supply chain costs between locally optimal (LO) and supply
chain optimal (SCO) solutions we employ two methods. To examine LO for TO (Tier O
computer manufacturer) and T1 (key Tier 1 supplier), we use a mixed integer linear
programming (MILP) model to determine optimal TO production schedule and inventories,
and repeat the process for T1. For SCO, in cases where demand is deterministic, we employ
the same MILP model to determine the optimal supply chain revenue, costs, and gross profit.
The MILP models show that the LO for TO is a JIT policy that orders using the most
economic shipping option just in time for customers’ demands and the LO for T1 isalso a JIT
policy that produces orders from TO just in time for shipping to meet TO’s requirements.

It also shows that each firm can optimize its profits without the other firm or the supply chain
achieving optimal profitability under conditions of deterministic demand. On the other hand,
it can be proved that the optimal solution for total supply chain profitability also optimizes
each firm’s profitability. That is, there exists a local optimal solution for each of TO and T1
that collectively form a supply chain optimal solution by coordinating inventories and
production schedules.

For cases where demand is uncertain, we accommodate demand variation using a
computational model that has been validated with the MILP model with known demand
patterns. We employ the computational model to generate supply chain performance results
for cases where weekly demand varies from low (CV = 0.25) to high (CV = 1.0). Using the
computational model we can quantify the potential value of coordination to avoid excessive
inventories and to reduce stockouts. We do this by comparing the profits of TO and T1
separately and the customer service performance of TO, as measured by stockouts, to the
results possible when SC performance is optimized. As demonstrated in the MILP model,
only when TO and T1 profits are optimized together will SC profits be optimized.

Experimental design

We set up an experiment with an example from the computer industry. The product is a high
selling commercial computer product with high margins. Sales exceed 500,000 units per year
with margins exceeding 60%. Actual sales volumes, margins and product data are disguised
(but representative) or scaled to protect confidential information. TO employs an assemble-
to-order (ATO) policy and typically maintains two weeks of raw material inventory.



The experimental design includes three independent variables as factors: demand variation,
weeks of safety stock inventory, and T1 capacity levels. A baseline case of zero variation is
used to determine baseline profits from which changes in profitability are measured. Demand
variation is measured as the coefficient of variation, with levels of 0.25, 0.50, 0.75 and 1.0
included in the study. Safety stock inventory levels range in integers from one to seven
weeks. Seven weeks was sufficient to reduce stockouts to very small levels for high CV
cases. T1 capacity was set at an upper bound to 25% above average TO demand due to the
traditionally high cost of excess capacity for key components of the product line. The two
capacity limits, 112.5% and 125% of average demand, were chosen arbitrarily to provide
available capacity for changes in demand without incurring excessive tooling costs to add
additional production lines at T1. Tooling for key components of the computer equipment,
such as chips and circuit boards, can be very expensive so excessive available capacity for
such production lines is generally not readily available. This produced a 4 x 7 x 2 factoral
experiment, plus a base case for a total of 57 cases.

Dependent variables include profitability and customer service levels. Profitability is
measured as gross margin, where material costs, inbound transportation costs, and assembly
costs and overhead are deducted from gross revenue. Customer service is measured by
product stockouts, which results in lost revenue and lost profits. The quantity demanded but
not shipped for stockouts is counted in gross demand, which is divided by total profits to
yield average profit per unit for the quantity demanded. This results in lower per-unit profits
when products incur stockouts, which is used as a performance penalty for lost sales. This
approach was deemed necessary because actual profits or profit margin cannot be reported
due to confidentiality.

FINDINGS

The results of this study are presented as differences between baseline performance and
varying experimental factors for TO, T1 and SC. The baseline is established by setting CV =
0, where the firm achieves maximum profitability by meeting all demand. Only in the case of
CV =0 is no inventory held, since no variation in demand negates the need for safety stock.
This no-variation case is used to compare changes in performance under the scenarios of
capacity at T1 limited to 112.5% and 125% of average demand, respectively.

TO near-optimal solutions

T1 capacity = 112.5%. The first scenarios investigated were for T1 capacity limits of
112.5% of average TO demand. Figure 1 shows that for low variation, where CV = 0.25,
profits are higher for fewer weeks of inventory with peak profitability at two to three weeks
of inventory. For CV = 0.50, near-optimal profitability is in the range of two to four weeks of
inventory, with a slight peak at three weeks. We note that near-optimal is a more accurate
term to describe these peaks in profitability since the exact optimal point may be, for
example, 3.56 weeks of inventory for a given scenario. Firms do not manage supply chain
inventory targets to this level of precision, so we investigate integer weeks of safety stock
inventory to more accurately represent the safety stock inventory targets by which firms
measure inventories.

For CV = 0.75 the near-optimal range is five to seven weeks, with a gradual peak at six
weeks. For CV = 1.00 the peak is at seven weeks of inventory. The minimum profitability
for all of the TO scenarios is for one week of safety stock for a CV = 1.00, which is expected
given the variation in demand and minimal levels of safety stock. The difference is average
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profitability per unit from baseline for this minimum profitability case (SS =1, CV =1.0) is
almost -5%.

We note that for CV = 0.25, the change in profitability by weeks of safety stock inventory is
nearly linear with a peak at two weeks of safety stock inventory, but for CV > 0.25 the
changes become nonlinear with a shallow peak for each CV except CV = 1.0. This suggests
that the balance between the cost of holding safety stock and stocking out of product has an
interactive effect on profitability of the product line.

Figure 1 demonstrates that there is a nearly-optimal range of safety stock inventory for
differing levels of CV, providing managers with additional flexibility to balance inventories
and stockouts without significantly affecting profitability. Further research is necessary to
examine how profitability of products from different industries behaves in the presence of
potential interactions between SS and CV.

Figure 1

TO Change in Gross Margin Pct from Baseline
by CV and Wks of Safety Stock
Capacitated at 112.5% of Mean
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Figure 2 shows the TO stockout percent by weeks of safety stock inventory and CV. Note the
clear degradation in stockout performance for lower levels of safety stock and higher CV.
While these results are consistent with prior theory and therefore not unexpected, during the
discussion on SC profitability these observations lend additional insight to the results.



Figure 2

TO Stockout Pct by CV and Wks of Safety Stock
Capacitated at 112.5% of Mean
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As shown in Figure 2 for CV = 0.25 and 0.50, there are almost no stockouts, and no stockouts
for the corresponding optimal weeks of SS from Figure 1, so the firm is likely to choose the
minimum SS from the optimal range as the preferred solution. For CV = 0.75, TO has small
(0.13% and 0.01%) stockouts for five and six weeks of SS. While small, 0.13% represents
millions of dollars in lost sales and profits, and loss of customer goodwill for this product
line. For CV = 1.0, TO incurs stockouts for all levels of SS, with a minimum of 0.17% for SS
=7 and a maximum stockout of more than 6.5% for SS = 1.

TO capacity = 125%. The results for an increase in capacity for T1 to 125% of average TO
demand are shown in Figure 3. As before, the changes in near-optimum profitability exhibit a
relatively flat curve. The difference in TO performance from the case where capacity was set
to 112.5% of average demand typically ranges from near zero to three-tenths of a percentage
point. As before, this small percentage difference results in millions of dollars of increased
profit for the product line. This is driven primarily due to the high margins for the product
inducing significant effects on profitability relative to changes in holding costs by SS levels.



Figure 3

The stockouts for TO customers (Figure 4) also exhibit a corresponding decrease from Figure
2 as well, up to one percentage point for CV = 0.75 and SS = 1. For those cases where
stockouts occurred for capacity of 112.5% of average demand, the same scenarios exhibited
stockouts for the higher capacity but the percentages were lower in all cases. This is to be
expected from the increase in capacity providing increased responsiveness to fluctuations in
demand. However, it is noted that the stockouts also affect average profitability per unit and
total profits, creating an interactive effect. Given the range of near-optimality in profits for
many levels of CV, once again these results suggest the firm may be able to simultaneously
maximize profitability and minimize stockouts with careful coordination of production

TO Change in Gross Margin Pct from Baseline

by CV and Wks of Safety Stock
Capacitated at 125% of Mean

planning and inventory policies.
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T1 near-optimal solutions

T1 capacity = 112.5% and 125%

T1 seeks to maximize profits by shipping on time to TO while holding minimal inventories.
For lower levels of safety stock profitability decreases linearly with additional safety stock,
with profitability decreasing at a slightly faster rate as safety stock levels peak (Figure 5).

Figure 5

T1 Change in Gross Margin Pct from Baseline
by CV and Wks of Safety Stock
Capacitated at 112.5% of Mean

Percent

™ (.00%-0.20%
=.-0.20%-0.00%
W-0.40%--0.20%
=.-0.60%--0.40%
N -0.80%--0.60%

As expected, for T1 capacity set to 112.5% of average TO demand profits decline consistently
for lower levels of CV as safety stock inventory increases. For CV = 0.75 and 1.00, profits
for T1 peak at SS = 2 and decline as safety stocks increase. The slight increase in profitability
with increasing CV appears counterintuitive. However, stockouts at T1 are very low (Figure
6), appearing only for SS = 1 and CV >= 0.75. Thus, it appears that slightly lower inventory
costs account for the very slight increase in profitability over the baseline case. These
increases in profitability, however, are 0.05% or less.



Figure 6

T1 Stockout Pct by CV and Wks of Safety Stock
Capacitated at 112.5% of Mean
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Figure 7

Figure 7 shows a similar result for T1 for capacity set to 125% of average TO demand. As
with lower capacity, profit declines almost monotonically with increases in safety stock, due
to the low stockout rates and lack of demand for additional inventory.

T1 Change in Gross Margin Pct from Baseline
by CV and Wks of Safety Stock
Capacitated at 125% of Mean
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The stockout rates for capacity set to 125% (not shown) are very similar to Figure 6, with
high stockout rates only for SS =1 and CV >=0.75.

SC near-optimal solutions

The focus of this section is on evaluating whether total SC profitability is greater than the
individual profitability of TO and T1 under differing degrees of demand variation and safety
stock inventories. Clearly they are linked through their supply chain transactions, and overall
supply chain performance depends on the performance of both TO and T1. The interaction of
stockout costs and holding costs is evident in nonlinear effects in the data. The real question



of the study is whether total supply chain performance, in dollars of profits and higher
customer service in the form of fewer stockouts, could be higher with coordination of
inventories between the firms than if each firm optimizes its own profitability.

To establish a baseline case for SC profitability, we employed the MILP model. As
mentioned earlier, our MILP models show that each firm can optimize its profits without the
other firm achieving optimal profitability under conditions of deterministic (known) demand.
The baseline optimal solution for total supply chain profitability requires each firm to
maximize its own profitability while coordinating inventories and production schedules to
also maximize total SC profitability. In addition, the MILP model was used to calibrate the
computational model using deterministic demand. Then the computational model was
employed to generate data for analysis using differing levels of demand variation. Using the
computational model results as shown below, we examine profitability of each firm under
conditions of varying demand and safety stock inventories, and find similar results but also
uncover additional findings.

For feasibility and to represent how managers use inventory metrics to manage production
schedules and planned inventories, we examine total SC profitability using integer weeks
rather than large scale computational modeling to find optimal values of SS that are precise to
arbitrary fractions of a week. From a practical perspective, managers often target a specific
number of weeks of inventory as a target level. Using this approach, when TO and T1 each
employ optimal levels of SS the results should be optimal or nearly optimal for the entire
supply chain.

Table 1 shows results from this study for the near-optimal values of inventory for TO, T1 and
SC. For those combinations of CV and safety stock inventory denoted SC, the results suggest
that if TO and T1 both choose an equal number of weeks of safety stock inventory the total
SC profits will typically be as high or higher than the nearly-optimal values shown for TO and
T1, respectively. For example, for CV = 0.25, if both TO and T1 choose to maintain two
weeks of safety stock inventory, the total SC profits are approximately equal to those if TO
and T1 optimize separately, but higher customer service will result from both firms
maintaining two weeks of inventory (Figure 2, Figure 4).

Table 1
Optimal Ranges for T0, T1 and SC by CV and Wks of Inventory
Capacity = 112.5% of mean |CV
0.25 0.50 0.75 1.00
Safety Stock (wks) 1 T1 T1
2 T0, SC T1 Tl
3 TO T0, SC T1
4 T0, SC
5 TO T0
6 T0, SC
7 T0 TO, SC

T1 capacity = 112.5%. For lower levels of CV, the near-optimal number of weeks of
inventory for TO, T1 and SC are relatively close. For higher values of CV, the difference is
quite large. For CV = 0.25, the optimal level of inventory for T1 is one week, two to three
weeks for TO, and two weeks for the supply chain. Managers can compare these results to
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those combinations of CV and weeks of safety stock inventory for which TO did not stockout
to their customer (not shown). This is significant since results from Table 1 demonstrate that
quite often a range of SS, in weeks, for TO produces the same or nearly the same profitability.
This finding allows managers additional flexibility to accommodate improved customer
service through higher fill rates.

T1 capacity = 125%. Table 2 presents the results for capacity set to 125% of average
demand. The pattern is similar to the 112.5% capacity levels, with a little less breadth to the
optimal range (slightly higher peaks). We note that there will be some stockouts for all levels
of CV = 1.0. For CV < 1.0 managers can maintain peak profitability while accommodating
higher levels of customer service.

Table 2

Optimal Ranges for TO, T1 and SC by CV and Wks of Inventory

Capacity = 125% of mean cv
0.25 0.50 0.75 1.00

Safety Stock (wks) 1 T1 T1 T1 T1

2 TO, SC T1 Tl

3 TO TO, SC

4 T0

5 T0, SC

6 TO

7 TO, SC
DISCUSSION

In this study we examine the research question: to maximize total supply chain profits, what
is the optimal supply chain strategy for inventory and production scheduling strategies for an
assemble to order (ATO) two-echelon computer supply chain? We have shown that in some
but not all cases the optimal solution includes a range of near-optimal solutions which
provide managers with flexibility to coordinate with supply chain partners to improve
profitability and customer service levels above locally optimized decisions.

We have demonstrated that in the case of a computer manufacturer the total supply chain
profits can be equal or greater than individual profits for TO and T1. The benefit to
coordinating production schedules and inventories lies on not only capturing any additional
profits available to both firms if they cooperate, but also in reducing stockouts to improve
customer service while still maintaining total SC profits in the optimal or near-optimal range.

In general and consistent with prior theory, we find that higher levels of demand variation
require higher levels of SS. In this study one of the contributions is demonstrating that the
slope of the concave profit function for TO and SC is a gradual slope, with a near-optimal
range of SS that is broader than the traditional mindset of a single optimal level of SS. This
range of optimality or near-optimality allows managers additional freedom to pursue
additional SC performance objectives such as improve customer service through decreased
stockouts without sacrificing profitability.
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CONCLUSION

This study has focused on random demand variation and supply chain performance by
differing levels of CV and safety stock inventory. From these results it is observed that when
TO and T1 optimize their own profitability without regard to SC profitability they may “leave
money on the table”. By coordinating production schedules and safety stock inventories the
firms together can generate equal or greater total profits while concurrently increasing
customer service through decreased stockouts.

The results demonstrate that in the case of a computer manufacturer there are large zones of
near-optimality for SS by CV, where more than one single level of SS may provide equal
profitability to each firm. When the firms cooperate, they have the opportunity to improve the
competitive position of the product line and the supply chain by maximizing total SC profits
while simultaneously improving customer service.

Future research. The next step is to extend this work beyond random variation in demand to
what we term structural variation in demand under capacity constraints. Structural variation
in demand results in short term cycles that repeat in a fixed pattern, such as the monthly and
quarterly demand patterns observed in the computer industry. How these patterns affect SC
performance and customer stockouts remains unclear, as most research focuses upon random
and seasonal demand patterns.
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Abstract

Continuous manufacturing (CM) is a potentially game-changing shift in Pharma in terms of
industry structure, product consistency, variety and its ability to encompass emerging
technologies and product-service systems. While other industries, such as oil, gas,
petrochemicals, polymers, and food currently operate in CM mode, extensive use of CM is
still relatively new to the pharmaceutical industry where the current adoption rate of
continuous processing is only 5 %. This research aims to explore the current state of the art of
CM research in the pharmaceutical industry. In particular, this paper seeks to reveal the
existing barriers and enablers to the adoption of the continuous manufacturing model in the
industry, benefiting of collective discussions and one-to-one interviews with the companies
currently going through this transition and encountering such challenges. In the empirical
research path, this exploratory qualitative research includes two main phases of systematic
literature review and exploratory case studies comprising of semi-structured interviews and
theory building and concept development workshops involving industry practitioners,
technologists and process engineers. The study revealed that despite recent efforts to quantify
economic benefits of continuous manufacturing, the overall business impact of continuous
manufacturing lacks an end-to-end supply chain assessment.

Introduction

While the adoption of continuous manufacturing is proceeding at a step-wise pace in the
pharmaceutical industry, currently the industry is still dominated by batch processes. The key
difference between a batch process and a continuous process is that in the batch mode, the
process is in a dynamic state from the beginning to the end. Depending on the process the end
point is predetermined so that when that point is reached, the process is stopped, and the unit
operation is done. A continuous process, however, must undergo an initial start-up phase
before reaching a steady state (Rios, 2007). Batch process manufacturing is segmented into
many individual steps that are often performed at separate facilities, thereby requiring
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frequent interruptions in production activities. In this manufacturing model, specific
quantities of a drug are produced to fill an order and quality is assessed through sampling,
using analytical test and measurement. If the quality standards are not met, the entire batch is
rejected and sent back for reprocessing. It is estimated that rejected batches, rework and
investigations can use as much as 25% of pharmaceutical company revenues. On the other
hand, in a continuous manufacturing model, raw materials are put into the automated system
that is capable of carrying out complex chemical tests according to the predetermined quality
parameters. These quality checks occur throughout the manufacturing process and most
importantly without interruption. Rejected products can be handled through recycling loops,
enabling the reuse of some or all component parts (Schabel et al., 2011).

Batch process manufacturing, the current industry standard, offers several benefits and
suffers several drawbacks. On the positive side, batch processing assures quality as a batch
can be controlled, and thus, accepted or rejected (Leuenberger, 2001). Moreover, when
compared with continuous processing, batch process manufacturing provides higher
flexibility in producing multiple products in a single plant through the sharing of process
equipment (Behr, 2004; Gorsek and Galvic, 1997). On the negative side, batch production
presents many disadvantages including long throughput times from start to finish (Calabrese
and Pissavini, 2011), large raw material and intermediate inventories (Gorsek and Galvic,
1997; Kim and Lee, 1993), extensive validation and scale-up activities. This means that
products manufactured are often of a lower and without consistent quality. By-products lead
to undesirable side effects; products have been rejected at the clinical trials stages because
they could not be made pure enough. Due to the severe drawbacks, pharmaceutical industry
and the regulatory bodies now actively encourage the development and implementation of
innovative pharmaceutical manufacturing systems.

Continuous manufacturing, however, is gaining ever-increasing attention within the
pharmaceutical industry because of the expanding profitability gap experienced by most
pharmaceutical companies (Gerogiorgis and Barton, 2009). Today, it is becoming more
difficult for pharmaceutical companies to meet profit expectation, due to increasing research
and development (R&D) and operating costs and competition from generic manufactures. A
review of the fine and commodity chemical industries demonstrate that continuous
manufacturing could offer both operating expenditure (OpEx) and capital expenditure
(CapEx) savings for the pharmaceutical industry. Furthermore, labour for transporting
material between batch units, quality assurance/quality control (QA/QC), and in process
inventory can all be significantly reduced in continuous manufacturing (Schabel et al., 2011).

According to the Trout research group, the increasing interest in continuous manufacturing
can be attributed to a combination of three factors of the beginning of more flexible
regulatory approaches, increasing cost pressure and increasing quality and controls
specifications of pharmaceuticals.

Accordingly to our industrial survey, the current adoption rate of continuous manufacturing is
only 5 % that means 95% pharmaceutical industries are following batch process to
manufacture the products. While other industries, such as oil, gas, petrochemicals, polymers,
and food currently operate in continuous manufacturing mode, full continuous manufacturing
is still new to the pharmaceutical industry (Arnum and Whitworth, 2011).

This research aims to explore the current state of the art of continuous manufacturing
research in the pharmaceutical industry. In particular, this paper seeks to reveal the existing
barriers and enablers to the adoption of the continuous manufacturing model in the industry,



benefiting of collective discussions and one-to-one interviews with the companies currently
going through this transition and encountering such challenges. As discussed, there are
obviously certain benefits for adopting continuous manufacturing. However, those barriers
which appear to be preventing pharmaceutical manufacturers from embracing continuous
manufacturing need to be identified and removed.

Research Approach

In the empirical research path, this is an exploratory qualitative research with inductive
approach. The process designed for the research includes two main phases of systematic
literature review and exploratory case studies comprising of multiple focus groups and semi-
structured interviews.

In the first phase, the research approach utilises the chemical engineering and processing as
well as pharmaceutical technology literature as a rich source of continuous processing within
Pharma context. The literature domain pertaining to manufacturing and production systems is
also found to give new insights into continuous manufacturing operationalisation in the
pharmaceutical industry. The core literature reviewed in this research has been collected
systematically (Tranfield, Denyer, and Smart, 2003) using a title, keyword, and abstract
content search of the literature contained within the chemical engineering and processing and
operations management subject databases. This has been supplemented by a citation review
of the key literature. Scopus, EBSCO, ProQuest and Web of Knowledge with their
comprehensive searching of a wide number of journals in the fields of interest, were explored
with Google Scholar used as a cross check at the end. Table 1 below details the review
protocol.

Table 1 — The Review Protocol

e Scopus
e Web of Knowledge
Databases e ABI/INFORM (ProQuest)
e EBSCO (Business Source Premier)
e Google Scholar

Continuous Manufacturing
Continuous Process*
Continuous Production
Flow Process*

Batch to Continuous (batch versus continuous)
Pharma*

Supply Chain
Manufacturing Operations
Value Chain

Drivers

Barriers

Trends

Agil*

Responsive

Keywords



(“Continuous Manufacturing” OR “Continuous Production”
OR “Flow processing” OR “Batch to continuous™) AND
Search Strings (Pharma* OR (“supply chain” OR network OR
“Manufacturing Operations” OR “Value Chain”) OR (Agile
OR Responsive) OR (Challenge* OR Barrier* OR Trend*))

The next step, having conducted the searches detailed above, was to evaluate the articles and
thereby decide which ones would be included in the review. Firstly, inclusion and exclusion
criteria including subject matter, scholarly journals, nature of research (conceptual/ empirical)
and language applied to titles and abstracts. As a result of this evaluation process, 50% of 178
articles were eliminated leaving 89. Industrial reports and interviews constitute a significant
number of articles omitted. However, these types of items were stored separately as potential
references to increase researchers understanding of the phenomenon under study. The
remaining 98 articles were then examined fully. At this stage tighter selection criteria on
subject matter and quality appraisal in terms of contribution and methodology is applied.
Through this process, 47 journal papers, 3 conference paper and 3 dissertations are kept. The
extracted items are then reviewed and coded by the authors. To decrease the bias, each paper
is coded by more than one researcher.

The data extraction table includes three main categories of continuous manufacturing in
Pharma, general continuous manufacturing models and continuous manufacturing in other
industries. Cost/benefit analysis, enabling technologies, enabling processes and activities,
barriers and enablers emerged as sub-categories during the coding practice.

In the second stage, in order to validate and extend the framework developed, a case study
approach is adopted (Yin, 2003). Three pharmaceutical multinational companies with
significant continuous manufacturing adoption were selected. The companies selected have
applied continuous processing at different stages of their value chain from R&D pilot plant to
Active Pharmaceutical Ingredient (API) and secondary production. The data captured largely
through three focus group meetings and semi-structured interviews over the 6 month period
from Jan 2012- Aug 2012. Respondents included the two key groups of process engineering
team and operations managers actively involved in continuous manufacturing projects. The
first focus group meeting was held at the location of a continuous production plant where
participants had the chance to visit the plant. The second and third meeting however were
conducted through teleconferencing. Participants included authors as well as three companies
technical and business teams. Moreover, the use of multiple data collection instruments (i.e.
documentation reviews and observation) within the case studies assists with triangulation of
data thereby strengthening the largely qualitative outcomes of the research. The case studies
allowed refinement to the initial barriers and enablers identified through an iterative process.
The results then categorised around economic, process, technological, regulatory and social
categories. Additionally, some examples where continuous manufacturing proved to be
successful over batch manufacturing in pharmaceutical and non-pharmaceutical industries
were identified.

Background Literature

The pharmaceutical industry has traditionally relied on batch-processing to manufacture the
products (Vervaet and Remon, 2005). While it is not technically possible to run the entire
pharmaceutical unit operations in a continuous mode, some recent efforts have been made to



change the main manufacturing concept from batch into a continuous one. For instance, a
large number of studies have recently focused on micro and continuous flow reactors
demonstrating that various forms of micro-reactors can be used for chemical synthesis with
very promising improvements in conversion and product quality. 50% of reactions in the
pharmaceutical industry could benefit of a continuous process based on micro reactor
technology. For small scale and pilot productions, speed in R&D processes, as well as the
avoidance of the scale-up issues, is the main driver. On the other hand, for large scale
productions, a gain in yield and safety are the main motivations for the use of micro reactor
technology (Roberge et al., 2005). Roberge and colleagues (2005), for instance, compared for
a campaign producing 5 tons of an isolated intermediate through a multistage reaction. They
suggested that the best result is found when all of the reaction steps are transferred into a
continuous-flow operation. Additionally they reported a decrease from 3.5 to 2.0 operators
per shift and 16% economic gain when all reactions are transferred from batch to continuous
flow operations. According to Plumb (2005), the existing micro-reactors developed are
suitable for liquid but not for solids due to their very narrow pathways. Therefore, the main
challenge of micro-reactor technology is now to optimise the number of reactions made
possible, especially in solid phase (Pieters et al, 2007). According to the Yole developpement
micro-reactor market is expected to reach € 140 million in 15 to 20 years with a transfer to
production use.

Another area which has been widely studied is continuous granulation. Vervaet and Remon
(2005) in a review paper reported six different methods of continuous granulation. The best
method studied for continuous granulation is extrusion, on which the first papers for
pharmaceutical applications were published in 1986 and much subsequent work has been
completed (Schabel et al., 2011). The quasi continuous production concept for high shear
granulation and fluid-bed drying offers many advantages over the classical methods to
produce pharmaceutical granules (Betz et al., 2003). The continuous processing system took
up 30% less manufacturing space and the overall investment cost is estimated to be only 40%
of the cost for the standard line. Additionally, the continuous processing system offers
expected labour saving of 40% (Pieters et al., 2007). Recently, Werani et al. (2004) presented
an interesting comparison between a conventional batch granulation process (using a high
shear mixer combined with a Glatt fluid bed drier) and the Glatt Multicell technique. The
quasi-continuous processing clearly provided an increased output rate with less floor space
required. However, despite its advantages, to date this technology has only been introduced in
a few pharmaceutical production plants (Vervaet and Remon, 2005). The recent research on
crystallisation shows that continuous crystallisation offers significant advantages in terms of
process, operation and costs, and delivers the isolation of an API in just over 12 min
compared to the 9h and 40 min in a batch process (Lawton et al., 2009).

Moreover, a common misbelieve is that continuous manufacturing is only suitable for the
large volume. Gorsek and Galvic (1997a,b 2000) has carried out comparison of continuous
and batch operation modes on the basis of economic evaluation and found that the continuous
plant is more profitable than the batch one for all capacities (from 200 t/a) in the case of
single purpose equipment. However, the batch process with multi-purpose equipment can be
favoured over the continuous one when the equipment arrangement is appropriate. This is due
to the merging of the tasks makes the batch alternative more attractive at small production
rates. Grundmann et al., (2009) in their studies have performed 48h continuous production
run for the manufacturing of the Ink and compared with the batch process. A significant
reduction of the plant hold-up is reported for the continuous manufacturing plant in
comparison with the batch process. Samples produced in the continuous run show a



significantly lower standard deviation than the batch samples indicating a very high and
constant product quality.

Moreover, some studies have endeavoured to propose some guideline determining when a
batch process may be favoured over a continuous one. For instance, according to Plumb
(2005), plants with a capacity of less than 500t/year are most appropriate for a batch or in
some situations a combined continuous/batch process. Additionally, batch plants are often
preferred for products with a seasonal demand and a short lifetime where a low capacity of
slurries is handled.

Drivers of Continuous Manufacturing

One of the major advantages of continuous processing should be the reduction in the amount
waste produced as a result of higher yield under better process control (Plumb, 2005). A
recent study by Thomas (2004) also showed that by converting a batch process to a
continuous process many of the utility and energy requirements could be cut to as much as
95%. Savings are also likely to occur in labour costs. Continuous flow reactors represent an
emerging manufacturing technology that promises better product yields and quality, lower
amount of catalyst, solvent and other materials use; less extreme operating condition,
improved safety, improved impurity profiles and ease of scaling up. Calabrese and Pissavini
(2011) performed nitration and hydrogenation reaction in continuous reactor and comparison
is done with the batch reactor. When run in continuous flow, there is drastic reduction
observed in hydrogenation reaction from 10h to <2 min. The overall cost of the plant found
to be reduced because of the reduction in the amount of catalyst used and smaller equipment
footprint.

Furthermore, continuous processing allows quality to be built in the process, to measure in-
line, and to adjust parameters to drive the critical quality attributes to the requested target
levels and is compatible with FDA’s process analytical technology (PAT) initiative and
Quality by Design (QbD) principles. In its PAT guidance, FDA identifies “facilitating
continuous processing to improve efficiency and manage variability” such as small-scale
equipment that eliminates scale-up issues, as a way to improve quality, safety, and efficiency
(Arnum and Whitforth, 2011). Other side batch production techniques are very often
inefficient and cannot manage variability of input material characteristics in a proper way.
Therefore batch processes often have reduced reliability and poor yields (Pellak and Arnum,
2008).

Furthermore, in continuous manufacturing no scale-up development is necessary, as the early
clinical batches are produced using exactly the same equipment as the large production
batches. Thus, the development time and time needed to market can be reduced significantly
(Leuenberger, 2001). According to Center for Drug Evaluation and research at FDA,
elimination of scale-up related challenges and increased manufacturing flexibility will be the
key benefits of continuous manufacturing. The other key advantages will be reduction of
manufacturing footprints in terms of facilities and equipment, lower capital cost and less
work-in-progress materials (Arnum and Whitworth, 2011). The equipment required for 100
Kg/h pharmaceutical processing for a directly compressible tablet is just a couple meters
long, including feeding devices, the continuous blender and an analytical device. The entire
system is small enough to be placed over a table press for direct discharge (Rios, 2007).
Moreover, in an approach to manufacture the final drug product from starting materials,
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Novartis-MIT Center for Continuous Manufacturing (CCM) estimated CapEx, OpEx, and
present cost of a dedicated batch process and four continuous processes that are enabled by
new technologies developed for continuous production. Capital expenditure for continuous
production were estimated to be 20 to 76% lower and overall cost savings were estimated
from 9% to 40% depending upon the drug loading and the price of Key Ingredient (KI)
(Schaber et al., 2011).

Moreover, according to Chowdary and George (2012) the application of lean manufacturing
techniques like Value Stream Mapping (VSM), 5S, inspection at suppliers, eIMS can be
apply in the continuous manufcaturing environment of pharmaceutical operatipons. The
authors reported significant reduction in cycle time and floor space for the production of
creams and ointments by applying those lean manufacturing technique. Benchmarking of four
continuous modular mono-product plants against multi-product batch plant for production of
four different recombinant proteins (1,500-6,000 kg/year), Seifert and colleagues (2012)
demonstrated that a change from batch to continuous operation results in a more than 30%
higher net present value at the end of the operating period. Moreover, they conclude that
designing the continuous plants modularly leads to another 35% higher net present value
assuming that the construction period can be reduced from three years to one year by this
concept.

Barriers of Continuous Manufacturing

One of the key disadvantages of continuous processing is that the batch size is not well
defined and system in general is not in equilibrium condition from the beginning
(Leuenberger, 2001). According to Pavlou et al., (2010) lack of definition is a key issue that
needs to be addressed. If a continuous process is used in the pharmaceutical industry the
definition of a batch size needs to be discussed and agreed with the regulatory authorities.
Additionally, accordingly to practitioners, once the technology is ready for commercial scale-
up, one of the biggest barriers will be getting commercial approval from regulators such as
the Food and Drug Administration (FDA) in the US or the European Medicines Agency
(EMEA). However, this issue is not recognised by the related regulatory bodies.

Moreover, handling the material that does not meet specification is another issue. In
commercial processes such as foods, detergents, and fertilizers, manufactures typically
recycle the material back into a continuous process. In pharmaceutical manufacturing,
companies will have to decide whether to scrap this material or reintroduce it in a controlled
ways (Rios, 2007). The control system is one of the major design challenges for continuous
processing. Online measurement are used for real time release, where the product is released
immediately after production based on the online analyses, the product will no longer be
tasted in the analytical laboratory. In this case, the measurement must be extremely accurate
and reliable. Good integration with the machine control software and the manufacturing
execution system will also be crucial (Pieters et al., 2007).

Another major challenge reported is how to reduce losses which occurs during start up and
shut down phases. For small scale production and process which starts with very expensive
key ingredient, the system needed to be developed with very limited or no start-up and shut
down waste that reach steady state in extremely short time. Therefore, there may be a
misconception that just by changing to a continuous process all problems will be resolved.



But, before one thinks of changing to a continuous process, the question must be asked
whether the current batch process is fully understood (Pellak and Arnum, 2008).

Ensuring plug-flow while maintaining consistent mixing characteristics is another barrier
reported. Many Peoples are under perception that continuous processing is only suitable for
large volume and common misconception is the idea that continuous processing is not
flexible.

Part of the barrier to advancing continuous manufacturing is also the lack of experience and
fear of unknown (Arnum and Whitworth, 2011). Moreover, financial justification for
investment in continuous processing projects in light of excess existing batch capacity is one
of the challenges mentioned. There is an opinion that changing from batch production
equipment to continuous production equipment will not bring a good return on investment.
Pharmaceutical companies fear that the business case for investing in new continuous
equipment is not strong enough compared with optimised utilisation of the currently installed
base. However, according to Seifert et al., (2012) globalisation, product diversity, varying
customer demands, uncertain markets, and shorter product life-time are the new challenges.

Results

The initial list of drivers and barriers identified were refined within the case studies.
Moreover, through an iterative process of selective coding, the items were categorised around
the key clusters representing existing enablers and barriers. The main objective was to
explore and integrate the common hurdles that practitioners might have come across in their
journey of continuous manufacturing adoption. Table 2 and 3 details categories identified. As
shown, cost, quality, delivery speed, flexibility and sustainability are the main drivers of
continuous manufacturing. However, major technological, process, economic, social and
regulatory barriers have created some challenges for the adoption of continuous
manufacturing in the pharmaceutical industry.

Table 2 - Drivers

Drivers

e Capital investment
e Continuous manufacturing allows the use of smaller production
facilities with lower capital cost, with a reduced overall plant footprint.
e Operating Costs
e Less labour required to operate the processes
Continuous process is capable of increasing asset utilisation
Lower catalyst and solvent use
Minimize total reaction time through better temperature control
Effective running and scale-up of exothermic reactions without special
equipment/ additional precautions
e Inventory
e Continuous manufacturing has potential for reducing inventory cost
(Less WIP inventory, Reduced material handling and transport ,
Continuous flow of material)
e Improves process control
e CM system is considered to be integration of quality and compliance
system.

Cost



Quality

Delivery/dependability

Speed

Flexibility

Sustainability

Technology .

Process J
Social .
Regulatory .
Economic U

e Product yield and quality will be better in CM compared to batch
process. — Higher purity
e Less product reject
e The continuous manufacturing enables monitoring of drug quality on a
continuous basis rather than through post-production, batch-based
testing.
Continuous process enhances process reliability

e Strategic

e  Continuous manufacturing accelerates the introduction of new drugs
through efficient production processes

e Continuous process reduces the time to market

«  Continuous process is capable of reducing the cycle time

e Operational

»  Continuous process is highly capable of minimizing total reaction time
through better temperature control compared to batch process.

* No Scale-up development is necessary in continuous manufacturing, as
the early clinical batches are produced using exactly the same
equipment as the large production batches.

e Process flexibility
«  Different degree of flexibility to change the product mix (product

flexibility)
» Different degree of flexibility to react to changes in demand (volume
flexibility)
e Continuous manufacturing minimizes waste, energy consumption and raw
material use.

e Solvent can be recycling more effectively in continuous process compared to
batch process.

Table 3 - Barriers

Barriers

Start up and shut down issues

Out Of Specification material handling (OOS)

Continuous crystallisation, isolation and drying technology
Long reaction times of solids

Smaller scale, multi-purpose line production technology
Process control and safety

Lack of process understanding

Supply chain issues

Uncertainty in time-to-market (R&D)

Process design and development

Change in already validated process

Process management and execution system

Market acceptance Varying customer demands in a global and agile market.
Perception of ‘only suitable for large volume’

Lack of experience and fear of unknown

FDA/ Regulatory approval

Lack of definition in terms of batch size.

Sterility issue as contaminants and by-products build up within the system in multi-
product environment.

PAT and QbD requirements

Resource availability at start-up

Equipment cost

Investment risks

Capital requirement to switch to continuous mode

Specialised personnel required



The results also suggest that a continuous process is not always better than batch systems. As
supported by many authors (e.g. Rios, 2007), there are certainly cases in which a batch
process may be a better choice such as when high throughput is not required. The choice of
batch or continuous operations may depend on the production scale, control requirements,
and availability of raw materials for the early stage development. Additionally, for the
existing developed processes economic justification would be a real challenge.

Moreover, case studies suggested that drivers and barriers identified are product, process and
supply network sensitive. To put if differently, some attributes associated with products,
processes and network configurations create a unique set of qualities that not only could
strengthen or weaken the drivers and barriers identified but also could completely remove
them. Accordingly, identifying the key differentiating factors is a vital step enabling the
identification of those product, process and supply network archetypes where applying
continuous manufacturing is most favourable.

Product attributes identified include variety, volume, chemical and physical characteristics,
cost of key ingredients (product value), technology platform (e.g. small molecule, large
molecule, etc.), delivery platform (e.g. tablet, liquid, etc.), product life cycle and patent
protection. Moreover, process attributes creating different scenarios in terms of impact
include capacity, variety (i.e. single vs. multiple), application (e.g. discovery, pilot,
production), stage (e.g. API, secondary and packaging and the nature of the process. For
instance, not every pharmaceutical process can run continuously. Mixing and crystallisation
are key areas where progress is only just starting to be made. Furthermore, supply network
dimensions including network structure in terms of geographical dispersion and coordination
mechanisms, dynamics (i.e. replenishment mode) and relationships and governance may
potentially affect the outcome achieved as a result of the adoption of continuous
manufacturing. The three cases selected have different profiles in terms of product, process
and supply network archetype allowing the comparison of drivers and barriers across
different profiles.

The study also revealed that despite recent efforts to quantify economic benefits of
continuous manufacturing, the overall business impact of continuous manufacturing lacks an
end-to-end supply chain assessment. Whilst the most opportunities lie in supply chain design
and configuration, existing studies are largely focused on production and plant level.
Therefore, a re-assessment of outcome variables identified led to the inclusion of end-to-end
supply chain metrics. Additionally, as the industry gradually shifts more and more towards
continuous manufacturing, a higher level of communication, cooperation and coordination
among industrial, institutional and supply chain actors will be required. Finally, case studies
suggest that in an ever-changing healthcare value chains and systems, the analysis of drivers
and barriers of continuous manufacturing should capture such dynamics and emerging trends.

Conclusions

Continuous manufacturing is a potentially game-changing shift in Pharma in terms of
industry structure, product consistency, variety and its ability to encompass emerging
technologies and product-service systems. However, the implementation of the continuous
processing is still in its early stages, and many challenges remain. This research has sought to
explore the current state of the art of continuous manufacturing research in the
pharmaceutical industry. In particular, this paper revealed the existing barriers and enablers to
the adoption of the continuous manufacturing model in the industry, benefiting of collective
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discussions and one-to-one interviews with the companies currently going through this
transition and encountering such challenges.

In order to gain continuous manufacturing benefits in terms of cost, quality, flexibility and
delivery and speed, the industry must remove the technological, social, regulatory and
process hurdles. Whilst there is nothing wrong with most batch processes, they are not always
the most efficient approach (Rios, 2007).

In the empirical research path, this exploratory qualitative research includes two main phases
of systematic literature review and exploratory case studies comprising of semi-structured
interviews and theory building and concept development workshops involving industry
practitioners, technologists and process engineers. The study revealed that despite recent
efforts to quantify economic benefits of continuous manufacturing, the overall business
impact of continuous manufacturing lacks an end-to-end supply chain assessment. Case
studies also suggest that a vital step in continuous manufacturing impact analysis is the
identification of the sensible product, process, archetypes where applying continuous
manufacturing is most favourable.
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Abstract

A common language on the study of Globalization, result of a critical dialogue beyond
“parochial defending of intellectual territories” is a need and a hard goal to achieve. Global
Value Chains (GVCs) and Global Production Networks (GPNs) are two schools of
Globalization studies that have some common authors and seminal works, as well as some
differences on concepts and focus.

On this paper, GVCs and GPNs” literatures are reviewed and contextualized with their main
concepts, similarities and differences, beginning with their roots on Global Commodity
Chains (GCCs). Statistics of a sample of articles of ISI-World of Science of both schools are
compared using HistCite software, including rankings by number of publications and citation
scores of publications, authors, journals, cited references, words used, and other.

The concept of Global Netchains is suggested as a synthesis, and the relationship with other
complementary concepts such as Global Manufacturing Virtual Networks and Multi-sided
Platforms are discussed.

Keywords: Global Value Chains, Global Production Networks, Global Commodity Chains,
Netchains, Global Netchains

1 Introduction

On international business and globalization studies, many theories have focused on the
changes, relationships and dynamics of three dimensions: geography, activities and
configuration (figure 1). Sometimes, a fourth dimension (virtual) is also added

Geography
« Global
« International

-

Activity/Focus

» Commodity

* Engineering

« Factory

* Innovation

* Labour

» Manufacturing
* Production

« Strategic

* Supply
V

Configuration

« Alliances

¢ Chains

* Grids

» Multi-sided Platforms
« Netchains

* Networks

—

Figure 1: Terms used by integrative concepts of geography, activity/focus and configuration



To understand the influence of complementary/competing terms, a comparative of the number
of articles that use the concept was organized (table 1). GSC — Global Supply Chains is the
most cited, followed by Global Value Chains (GVCs), Global Production Networks,
International Strategic Alliances (ISAs) and Global Commodity Chains (GCCs). Although
GSCs is the most popular concept, it will not be analysed in this work as it is not comparable
to GCCs/GVCs/GPNs approaches.

Concept ISI Scopus EBSCO
IFNs — International Factory Networks 0 3 1
IPNs — International Production Networks 22 36 72
ISAs — International Strategic Alliances 121 94 160
IMNs — International Manufacturing Networks 4 11 5
GCCs - Global Commodity Chains 78 138 139
GENSs — Global Engineering Networks 5 11 2
GINs - Global Innovation Networks 11 23 24
GLNs — Global Labour Networks 0 0 0
GMNs — Global Manufacturing Networks 10 34 6
GMVNs - Global Manufacturing Virtual Networks 5 14 7
GPNs — Global Production Networks 197 215 242
GSCs — Global Supply Chains 214 868 674
GSNs — Global Supply Networks 9 31 19
GVCs - Global Value Chains 217 315 339
GVNs — Global Value Networks 1 3 1

Table 1: Number of Publications until 2011 per Selected Concepts in ISI, Scopus and EBSCO Platforms

On each platform, the search was conducted until 2011, using the full concept between
quotation marks (e.g. “global value chains”). On ISI, Web of Science databases selected were:
Science Citation Index Expanded (1899-), Social Sciences Citation Index (1898-), Arts &
Humanities Citation Index (1975-), Conference Proceedings Citation Index- Science (1990-),
Conference Proceedings Citation Index- Social Science & Humanities (1990-). On SciVerse,
the database selected was Scopus. On EBSCO, the selected databases were: Academic Search
Premier, Information Science & Technology Abstracts (ISTA), SocINDEX with Full Text,
EconLit with Full Text, Business Source Complete.

As the aim was to compare concepts that study the three dimensions integrated, many
important concepts used to research the same phenomena, but not always with the same focus
were not included:

- Some Configuration terms are local/regional oriented, such as clusters, industrial districts;

- Some Configuration terms were not identified in integrated concepts, such as grids

- Some Concepts did not include the geographic dimension, such as virtual organizations,
virtual netchains, multi-sided platforms, platform-mediated networks, organizational
networks, collaborative networks, industrial networks, manufacturing networks and
network organizations

- Some Terms and Concepts are related to the configuration of Multinational Companies
(MNC:s) or their close ecosystem, such as keiretsu, chaebols and MNCs typologies.

GCCs, GVCs and GPNs’ research have common ground on (i) ontological level -variants of
chain/network approaches, (ii) and on epistemological level - study social and development
dynamics of contemporary capitalism at global-local nexus, especially governance structures,
firm-level upgrading and regional development opportunities; as well as differences such as



(i) relative emphases/coverage on (sub-)national/regional institutions and dynamics, (ii) the
role and agency of non-firm actors, and (iii) the relative impact of territorial development on
firms” competitiveness (Neil M. Coe, Peter Dicken, & Martin Hess, 2008).

On sections two to six, this paper aims to review the main concepts and evolution of the three
traditions. On section seven, concept is introduced: the Netchains. Section eight describes the
bibliometric analysis of the publications of GVCs and GPNs performed on ISI-WoK
platform. Finally, section nine suggests “Global Netchains” as a synthesis concept, and also
some other possible future research. The Annex is unusually extensive, but necessary as
support the bibliometric findings.

2 Global Commodity Chains

The Global Commodity Chains approach is “a “generally unacknowledged” break of the
traditional commodity chain research based on world-systems approach” (Bair, 2008).
Commodity Chains and Global Capitalism, published by Gary Gereffi and Miguel
Korzeniewicz included Gereffi’s chapter that introduced the framework of GCC. Since then,
some GCC researchers migrated to GVC approach (including Gereffi), while others continued
on GCC (Bair, 2005, 2008a, 2008b). Table 2 summarizes some key differences of the three
chains approaches. PDCC/BDCC refers to Producer-Driven Commodity Chain/ Buyer-Driven
Commodity Chain.

Commodity Chains Global Commodity Chains Global Value Chains

Theoretical World-svstems theorv World-systems theory Intemnational business literature
foundation g ’ Organizational Sociology Global Commodity Chains
Qb] ecto f World-capitalist economy lInt er-ﬁ.lrm networks in global ISect oral_l logics of global
inquiry industries industries

1. International division of labor L. Industry structure 1. Value-added chains

L . . L 2. Govemnance (PDCC/BDCC 2. Govemnance models (modular,
Orienting 2. Core-periphery-semi-periphery N . .
distinction) relational, captive)

concepts 3 Unequal exchange L. . .

Kondratieff cvcles 3. Organizational leamning; 3. Transaction costs

’ Industrial upgrading 4. Industrial upgrading andrents
1. International business/

Intellectual 1. Dependence theory 1. MNC literature Industrial Organization
. 2. Structuralist development 2. Comparative development 2. Trade economics
influences ; . © - .

economics literature 3. Global/international production

networks/systems

Hopkins Ellld “ allerstein (1977; Gereffi and Korzeniewicz (1?94)= Humphrey and Schmitz (2000),

Kevtexts 1986), Amighi and Drangel Applebaum and Gereffl (1994), Sturgeon (2002), Gereffi et al
y (1986). Arrigui (1990), Review. Gereffi (1999), Bair and Gereffi (2005) P e ;
23 (1), 2000 (2001) -

Table 2: Contending chain frameworks (Bair, 2008, p.160)

A central similarity of the frameworks is the observation that globalization is not neutral, and
may increase inequality between nations and firms. GCC and GVC focus on upgrading shows
that the chains are dynamic, with changes of role, power, rent sharing and geography.

Recent dialogues of this approach with other approaches include Global Networks issue on
World City Networks and GCCs. A cross-fertilization and further integration of the literatures
is proposed to leverage the complementary global and local views (Brown et al., 2010). GPN
researchers, while support the endeavour, point dangers on: (i) the emphasis on the common
roots in World Systems Theory may not be relevant, as both took different paths and the core-
periphery is less pertinent to the reality studied; (ii) the potential over-representation of
certain kinds of connections and cities (leading tiers of global cities), and (iii) the limitation of
the analysis on the corporate actors (Coe, Dicken, Hess, & Yeung, 2010).



3 Global Value Chains

The following paragraph summarizes the path and some key concepts of the GVCs approach:

“There are four basic dimensions that the GVC methodology explores: (1) an input-output
structure, which describes the process of transforming raw materials into final products; (2) a
geographical consideration; (3) a governance structure, which explains how the value chain is
controlled; and (4) an institutional context in which the industry value is embedded (Gereffi,
1995); Using these four fundamental dimensions, contributions from Gereffi (1999) and
Humphrey & Schmidt (2002) developed an additional element of analysis referred to as
upgrading, which described the movement within the value chain by examining how producers
shift between different stages of the chain.” (Gary Gereffi & Fernandez-Stark, 2011) p. 4

The (1) input-output structure provides a systematic view of the value chain, identifying the
main activities/segments and the dynamic and structure of companies under each segment of
the value chain, as well as inter/intra-organizational relationships. The (2) geographical
consideration differentiates the approach from others cited on the introduction. The (3)
governance structure goes beyond make-or-buy and the network as everything that is not on
the dichotomy market/hierarchies. The study of the (4) institutional context integrates the
macro, meso and micro levels of analysis.

Other important characteristic of GVCs analysis is the dynamic view, focusing more on the
changes and potential changes of the chain than describing a static scenario. Historical and
perspectives and longitudinal studies are valued.

The GVCs™ method was discussed and detailed in several publications over the years (Gary
Gereffi & Fernandez-Stark, 2011; Kaplinsky & Morris, 2000; Messner & Meyer-Stamer,
2000; Schmitz, 2005), and have been used by policy makers, researchers, NGOs and
practitioners.

The portal www.globalvaluechains.org hosts the Global Value Chains Initiative, which began
in 2000. The co-organizers of are Gary Gereffi (Center on Globalization, Governance &
Competitiveness, Duke University); John Humphrey (Institute for Development Studies,
University of Sussex); and Timothy Sturgeon (Industrial Performance Center, Massachusetts
Institute of Technology).

Inside GVCs research, although the similar thinking as shown in table 2, it is possible to
identify many differences on unit of analysis (from clusters to industries and nations),
geographical point of view (BRIC to countries with a very low stage of development), and
others. Two different traditions, internationalists and industrialists, are compared on table 3.
(Morrison, Pietrobelli, & Rabellotti, 2008).



Intemationalists Industrialists
Main focus GVCs govemance and upgrading mainlyin LDCs | GVCs  govemance and upgrading mainlyin LDCs

Macro approach Micro approach
Methodology Industrv-level data/trade data Case studies, qualitative data
. Intemational division of labour, role of bilateral/ Competitiveness of clusters, local and cluster
Policy focus . .
-’ multilateral trade agreements, FDI development policies
Theoretical Intenllatlonal economics, political economy, TNC Industrial studies, local development, cluster studies
background theories
Authors Gereffi (Duke), Kaplinskv (Open U), Gibbon

Humphrev (IDS/U Sussex)

(Institutions) | (Danish IIS)

Table 3: GVCs schools - Internationalists and Industrialists (adapted from Morrison, Pietrobelli, & Rabellotti, 2008)

Some representative themes of GVCs research include relationship of GVCs and industrial
clusters (Humphrey & Schmitz, 2002), quality (Ponte & Gibbon, 2005) and labour (Khalid
Nadvi, 2008; K. Nadvi, 2011) standards, SMEs (Pietrobelli & Rabellotti, 2006),
innovation/learning (Pietrobelli & Rabellotti, 2011), and capabilities (Morrison, et al., 2008).

In 2008, two special editions were published on GVCs: “Economy and Society” and
“International Journal of Technological Learning, Innovation and Development”. The
emphasis of the early research was on economic and competitiveness issues, and recent
contributions include labour regulation, (Fichter, Helfen, & JORg, 2011; Riisgaard, 2009;
Riisgaard & Hammer, 2011), sustainability/greening (Raynolds, Murray, & Heller, 2007;
Vermeulen, 2010) and gender (Barrientos, 2001; Barrientos, Dolan, & Tallontire, 2003).

4  Governance in Global Value Chains

One of the central concepts in GVCs is governance since its roots on GCCs. Three
dimensions of the interpretation of GVCs governance can be identified: (i) as driving, (ii) as
coordination and as (iii) normatization (Gibbon, Bair, & Ponte, 2008). Defined in 1994 as
“authority and power relationships that determine how financial, material and human
resources are allocated and flow within a chain”, started with the PDCC/BDCC distinction
cited in table 1.

At Table 4, PDCC and BDCC contexts are compared to “Internet-Oriented Chains (G.
Gereffi, 2001); a third concept that was not much used, but helpful to understand the original
two types and how the concept matured.



Leadmg mdustries and tmmg
Governance MMain drivers Institutional and C ate and national i
Structure Form and dommant principles of | organizational mnovations Crporals SNC NANONE plonsers
value chain mtspration
J- o —— a i1
© e resopces: Lte 19 Vertically integrated Oil Companies (18705 omward)
Producer- - Capital zoods & consumer T'\CS] with Mining (early 20" century)
driven durables 1930s/60s international Apribusiness (early 20% century)
chains - Tramsnational mamufactorers production n;_-t'-':tsrks Fordism [19'_2I}s onward)
 Vertical mtesration Mass pmdumun Japanese TNCs (Toyota, early
{ovmership nd contral) Lezn production 1260z on)
Mexico, the Philippmes, Tamwan,
Growth of export South Korea, stg (mid-1960s
Processing zones onward)
- Consumer non-durzbles Global sourcing by Sears, Kmart, Montgomery Ward,
Buver- 1970s & 1980s - re_tailers J[_: Psm_:ley (e=tly _1|9?'Ds_pnu'3r|:l_l}
driven i Reﬁlers and marketers R}se u:!-fpm'e_m_arkﬂers Liz Qmﬂgql; (1976), Nike (1976),
chains . Network intesration Ris_e of speciality Reebgk_(l&.- @
stics and retatlers The limited (196%), Gap (1976)
(logistics and trust) Growth of private JC Penmey, Sears, Wal Mart,
labels (store brands) Emart (mid-1980s onward)
Lean Retailing Wal-Mark JC Permey, Dillard s
Federsted (late 1980s onward)
- B2C Services (onlime Rise of &.commerce
retailing, cnline brokerage) Mass “u;t;mizaﬁc:rr
- BIE Intermediztes (zutos, Disi - S Am com (1997)
Internet- computers) 1990s & 20005 ismtermediztion: AmELoOm ) s
oriented _ Intemet infomedizries (BC d1.re_c't zales (s_hp Dell (1988), Gateway (1993)
chains market) znd some rstm.}&rs}: online E*Trade (1992), Sﬂ:.rab (1996)
(emergme) eztablished manufacturers services (€. ADL (1992), Yzhoo! (1996),
=T (B2B marken) brokerags) Excite@Home (1999)
- Virtmal integration New Internet
(mformation and access) navigators
Specific dates mdicate when companies were founded, went public (The Limited, The Gap, Dell, Gateway, Amazon, AOL,
T zhoo!) or became estzblished US fums (Wike, Feebok). Decades are used for onset of trends

Table 4: The historical and institutional origins of changing governance structures in GVCs (adapted from Gereffi,
2001, p. 34)

The concept was also approached with the metaphor of the principals of civic governance
exemplified in table 6 (Kaplinsky & Morris, 2000).

Exercised by parties internal to chain Exercised by parties external to chain
Legislative | - Setting standards for suppliers in relation to en-time | - Environmental standards
govemance | deliveries, frequency of deliveries and quality - Child labour standards
.. . L . - Monitori flab tandards by NGO
Judicial - Monitoring the performance of suppliers in meeting Orutoring of ‘abour stancarcs by s
- Specialised firms monitoring conformance to ISO
govemance | these standards
standards
- Supply chain management assisting suppliers to meet
Executive | these standards - Specialised service providers
govemance | - Producer associations assisting members to meet - Govemnment industrial policy support
these standards

Table 5: Examples of Legislative, Judicial and Executive value chain governance (Kaplinsky, 2000, p. 13)

Other publications also discussed the concept that matured on “The governance of global
value chains” (Gary Gereffi, Humphrey, & Sturgeon, 2005), the most influential publication
in combined GVCs-GPNss literature. Table 6 make the relations of the five governance types
(market, modular, relational, captive and hierarchy) and the combinations of the three key
determinants of governance: (i) complexity complexity of information and knowledge
transfer, (ii) complexity of to codify transactions and (iii) capabilities is the supply-base. The
explicit coordination and power asymmetry is different on three types constructed beyond the
non-market/hierarchy dichotomy: lower on modular, intermediary in relational and higher in
captive type.



The Degree of
clomp].emtly of Comp].emlty of Capabilities is EKPI-].I cit . o .
Govemance | information to codifv coordination Relationships/ Transactions
. the supply-base
and kmowledge transactions and power
transfer asymmetry
. . - Low costs of switching partners
Market Low High High
- Cost/benefit
- Customers’ specifications
Modular High High High - Turn-key services may limit
Low transactions-specificity
I - Mutual interdependence high asset
Relational High Low High 1 specificity
A - Trust, reputation, familv/ ethnic ties
High - Small suppliers dependent of larger
Captive High High Low [buvers (high switching costs)
- High monitoring/control
. . . . - Vertical integration
Hierarchy High Low Low | Managerial Control

Table 6: Key determinants and characteristics of global value chain governance types (adapted from Gereffi,
Humphrey & Sturgeon, 2005)

Figure 2 illustrates the five GVCs governance types, with the lead firms of the three
intermediary types are closer to the end user. Comparing with the BDCC/PDCC governance
model, this typology introduces more complexity than the BDCC type, but doesn’t provide
the same increase of sophistication to analyse PDCC-like chains.

Market Modular Relational Captive Hierarchy
End Use
l":?fn:] Il;?:rc: Integrated
D D D Lead Firm
Firm —
Turn-key Relational
u | £ Supplier Supplier
2|z
s g
Component and Component and \/
Suppliers Material Material Captive
Materials Suppliers Suppliers Suppliers
Degree of Explicit Coordination
Low = » High
Degree of Power Asymmetry

Figure 2: Five global value chain governance types (Gereffi, Humphrey & Sturgeon, 2005, p.89)



5 Global Production Networks

Considered a major innovation in the organization of international business, Global
Production Networks have three driving forces: (i) liberalization, (ii) rapid development and
diffusion of information and communication technology, and (iii) competition. Their
widespread catalysed international knowledge diffusion, and changed the international
geography of production and innovation. GPNs “combine(s) concentrated dispersion of the
value chain across firm and national boundaries, with a parallel process of integration of
hierarchical layers of network participants” (Ernst & Kim, 2002).

GPNs” studies acknowledges the contributions of GCCs/GVCs studies, but criticizes chain
approaches, considering that the vertical and linear view bias the analysis, as they (i) don’t
incorporate all forms of configuration, (ii) focus on governance of inter-firms transactions, not
considering other actors. Network structures with horizontal, vertical, and diagonal links,
forming multi-dimensional, multi-layered combinations would reflect better the reality.
Between the many network theories, Actor-network theory (ANT) is selected to complement
GVCs™ approach, and brings the following contributions that are considered missing in GVCs
(Henderson, Dicken, Hess, Coe, & Yeung, 2002):

- Emphasizes the relations and agency in heterogeneous networks

Rejects “artificial dualisms” (global/local, structure/agency dichotomies)
Conceptualizes networks as hybrid collectivises of human and non-human agents

GPNs critics also differentiate from GVCs arguing that (iii) the GPN approach is multi-scalar
and gets more of the intra-variations, and (iv) captures the social and cultural dimensions in
addition to the economic dimensions the GVCs focus (Yang & Coe, 2009).

The framework of analysis has three categories (value, power and embeddedness), two
dimensions (value and structures), and four configuration coordination factors (firms,
institutions, networks and sectors). The configuration may lead to development (Henderson,
et al., 2002).

— Governmental
— Quasi-governmental
— MNon-governmental

Tl

Categories  Value Power Embeddedness
— Creations — Corporate — Territorial
— Enhancement — Collective — Network
— Capture — Institutional
Dimensions Value Structures
Firms Networks (Business/Political)
— Ownership — “Architecture”
— “Architecture” Configuration — Power configuration
Institutions Coordination ~ Governance

Sectors
— Technologies
— Products/Markets

Development

Figure 3: Framework for GPNs Analysis (Henderson et al. 2002, p. 448)

On value, the main questions are similar to GVCs approach: how it is created, enhanced and
captured. Rent generation can be technological, organizational, relational, brand, trade-policy
rents. Enhancement can be built on technology transfers, quality and technological



sophistication, skilled labour and organizational process, or creation of new local rents.
Capturing involve questions of government policy, firm ownership and corporate governance.

Power forms considered are corporate (firm-level), institutional (national/local, international
inter-state, “Bretton Woods” institutions, UN agencies, and international credit rating
agencies), and collective (trade unions, employers’ associations, NGOs - nationally, locally or
industry specific).

Embeddedness is a term from network studies, and in this model releates to the connections of
the firms functionally and territorially, and also how social and cultural influences strategies,
values and priorities of firms, managers, workers and communities; and have two main forms:
territorial and network embeddedness. Territorial embeddedness may become a key element
in regional economic growth and in capturing global opportunities, as it may support or
constrain economic activities and social dynamics. The network embeddedness is built by the
connections between network members, institutions, and agents, both intra and inter
organizational.

GVCs’ scholars defend the use of the value chain metaphor, and don’t perceive the chains
with the same ways as GPNs (Sturgeon, VVan Biesebroeck, & Gereffi, 2008):

“The chain metaphor is not literal or exclusive. It does not assume a unidirectional flow of materials, finance
or intellectual exchange, although a focus on buyer power does encourage researchers to be on the lookout for
top-down governance and power asymmetries. A value chain can usefully be conceptualized as a subset of
more complex and amorphous structures in the spatial economy, such as networks, webs and grids (Pil and
Holweg, 2006). VValue chains provide a snapshot of economic activity that cut through these larger structures,
while at the same time clearly identifying smaller scale entities and actors, such as workers, clusters, firms,
and narrowly defined industries (Sturgeon, 2001). This ‘meso-level’ view of the global economy provides
enough richness to ground our analysis of global industries, but not so much that it becomes bogged down in
excessive difference and variation, or is forced into overly narrow spatial, analytic or sectoral frames in
response to the overwhelming complexity and variation that researchers inevitably encounter in the field.”
(Sturgeon, Van Biesebroeck, & Gereffi, 2008, p. 302)

The defence position GVCs™ analysis in meso-level, bringing macro and micro snapshots to
compose the full figure, instead of trying to get all with a multi-scalar approach; as well as
value chains as one of the more “complex and amorphous structures in the spatial economy”.
Doing this, restricts the scope and grants a deeper and more specific analysis of the
phenomena. But at the same time it also deconstructs the nature of chains, not assuming a
unidirectional flow.

The interaction between GVCs and GPNs scholars is very interesting, and may be illustrated
in “Capturing the Gains: Economic and Social Upgrading in Global Production Networks and
Trade” research network (www.capturingthegains.org), funded by the UK Department for
International Development, (DFID), the Sustainable Consumption Institute (SCI), Chronic
Poverty Research Centre (CPRC) and the The Economic and Social Research Council
(ESRC). It include 20 partner institutions from developed (USA, UK, Denmark, Netherlands),
emerging (Brazil, India, China, South Africa) and low development (Kenya, Uganda,
Vietnam) countries and was built over a period of two years (2007- 2009). The two main
contacts were Stephanie Barrientos (University of Manchester), and Gery Gereffi.

One of the papers produced is “Economic and Social Upgrading in Global Production
Networks: Developing a Framework for Analysis”. The paper reviews GVCs and GPNs, their
similarities and differences. Still, instead of integrating the traditions, GPN was used as a
form of homogenization of language — as e.g. “One solution to this problem is the emergence



of *‘modular’ production in GPNs (Gereffi et al. 2005)”. This is a direct citation of GVCs’
governance typology, not GPNs™ (Barrientos, Gereffi, & Rossi, 2010).

6 Economic and Social Upgrading

There are two dimensions in upgrading: economic and social. Economic upgrading relates to
the economic value generated that can be measured by metrics such as profits, value added,
and price markups, and has four types (Gary Gereffi, Humphrey, Kaplinsky, & Sturgeon,
2001):

Upgrading Type Upgrade

Product - More sophisticated product lines

Process - Transform inputs into outputs more efficiently (technology and/or production
system)

Intra-chain - New Functions (functional upgrading)

- Move backward or forwards

- Vertical integration

Inter-chain - Apply a competence to a new sector

Table 7: Upgrading types (adapted from Gereffi, Humphrey, Kaplinsky, & Sturgeon, 2001)

These upgrading types are easier to understand and to be studied than social upgrading, that
have been studied less and more recently.

Social upgrading is the process of improvement in the rights and entitlements of workers as
social actors, which enhances the quality of their employment, which includes access to better
work, enhancing working conditions, protection and rights (Barrientos, Gereffi, & Rossi,
2011). It might result from economic upgrading, but is not an automatic result. It can be
subdivided into two components: measurable standards and enabling rights.

A framework is proposed to link economic and social upgrading. Five types of work are
identified: (i) Small-scale household and home-based work, (ii) Low-skilled, labour-intensive
work, (iii) Medium-skilled, mixed production technologies work, (iv) High-skilled,
technology-intensive work, and (v) Knowledge-intensive work. It is important to note that the
movement can be on both directions and in strategic decisions or forced by circumstances.
Some choices might be considered downgrading for some actors, but not for others: a position
that is lower for one actor can be higher for another. The relationship of both was also
systematized by level of aggregation - Country, Sector of the GPN, and Firm (Milberg &
Winkler, 2011).

7 Netchains

The concept of Netchain, defined as a “set of networks comprised of horizontal ties between
firms within a particular industry or group, which are sequentially arranged based on vertical
ties between firms in different layers” (Lazzarini, Chaddad, & Cook, 2001), aims to get the
best of both worlds (chains and network analysis), integrating the two types of organization,
not considering them as alternative types. Table 8 summarizes the sources of value and key
concepts related to each source in value chains and networks perspectives.



Sources of Value Key concepts
Optimization of . .
production and Supply Cham Man_agement_ o
. Cost-based. Technical efficiency measures, qualitative indicators
operations
Reduction of transaction | -  Agency theory: interests, asymmetric information, opportunistic
Value costs: Search, behaviour, transaction efficiency
Chains bargaining, monitoring, - Transaction costs economics: contract incompleteness, markets ys
enforcement costs hierarchies
Measurement: imperfect measurement
Capturing the innovation | -  Appropriability regimes
rents - Complementary assets
- Type of social relationship/tie
Social Structure - Type of network (dense7)
Networks Structural thE_:S -
Leaming Enowledge u:ln'ersrg}-' o
Enowledge co-specialization
Network externalities - Direct and indirect network externalities

Table 8: Sources of value emanating from supply chain and network analysis (adapted from Lazzarini, Chaddad, &
Cook, 2001)

Netchains analysis considers that Value Chains and Network analysis are complementary
because they correspond to different types of interdependence, according to Thompson
sequential/pooled/reciprocal typology. Figure 4 relates the sources of value, the types of
analysis and coordination mechanisms, and presents the Netchains analysis.

Supply Chain Analysis

o Optimization of production and

cperations _ { Sequential Managerial
Reduction OF'ransamm” costs Interdependence Discretion (Plany
Value capture in weak

appropriability regimes

Network Analysis

Weak social ties and structural reles | | Paoled I Process
Diversity of knowledgze 1 Interdependence Standardizaton
Metwork externalities

. »

Strong social ties and dense Reciprocal I Mutual
networ k? | Interdependence Adjustment
Co-specialization of knowledge

.

Coordination

Sowrces f{f' Value Mechicirisig

Netchain Analysis
Figure 4: An overview of netchain analysis (Lazzarini, Chaddad & Cook, 2001, p. 14).
The netchain approach uses layers to be able to analyse both vertical and horizontal links at

the same time (figure 5). The layers model was used without the concept “NetChains” to
study the telecoms industry (Fransman, 2002).
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Figure 5: Generic Netchain (Lazzarini, Chaddad and Cook, 2001, p. 8)

Despite the fact of being known by many of the main scholars — 95 citations on Scopus, 408
citations in Google Scholar (as it is not on ISI platform, it is not possible to track there) — the
concept was not widespread. Still, the consideration of GPNs scholars shall be quoted:

“Although it seems unnecessary to add further terminological complexity to an already confused
field, the ideas contained in the netchain concept are useful because they make us more aware of the
multi-dimensional nature of production networks.” (N. M. Coe, P. Dicken, & M. Hess, 2008)

A search for “netchains” until 2011 retrieves just 8 publications in ISI, 6 in Scopus and 2 in
EBSCO, but a lot of theorization is included. The virtual dimension is included, and the
concept of “virtual netchains” is presented and illustrated (Capd-Vicedo, Capé-Vicedo,
Expdsito-Langa, & Tomas-Miquel, 2008). Transparency in netchains is also defined
(Hofstede, 2003), measured (Deimel, Frentrup, & Theuvsen, 2008) and explored on customer
horizon perspective (Storer, Holmen, & Pedersen, 2003);. “social netchains” concept is
proposed as a merge of netchain and social network (Talamini & Velloso Ferreira, 2010).

8 Bibliometric Study on GVCs and GPNs

An exploratory bibliometric study was performed to provide a better understanding of the
GVCs and GPNs research streams with the use of the software HistCite. Developed by
Eugene Garfield, founder of the Institute for Scientific Information and the inventor of the
Science Citation Index®, HistCite is a software implementation of algorithmic
historiography, and generates chronological maps of bibliographic collections resulting from
subject, author, institutional or source journal searches of Thompson-Reuters ISI Web of
Science (Garfield, 2009). For this paper, it was used the version 12.03.17. It is important to
note the Web of Science (source for the current bibliometric study) does not include all
publications of Web of Knowledge (source for table 1).

The choice of ISI/Histcite was made as there is no export/import process from the other
platforms (e.g. Scopus, ESBCOhost, Proquest) to bibliometric softwares (e.g. HistCite, Sitkis,
Citespace). Scopus has some native tools, but not as extensive as the software. Although
many journals and papers are not in ISI, they are representative. HistCite is a free user-
friendly software developed by Thompson-Reuters.

The analysis of the publications of the platforms has some limitations: it doesnt consider
United Nations”, States”, and NGOs" publications, dissertations and thesis, nor books or



electronic books. Some of the most GVCs™ and GPNs” important publications are published
by OCDE (Staying Competitive in Global Economy 2007; OCDE, 2011), Inter-American
Development Bank (Pietrobelli & Rabellotti, 2006), ILO (Schmitz, 2005), World Bank
(Cattanco, Gereffi & Staritz, 2010; Gereffi & Fernandez-Stark, 2011), WTO & IDE_JETRO
(2011)

Some terms are used on the tables and statistics generated by HistCite are listed on Table 9

GCS | Global Citation Score shows the total number of citations to a paper in Web of Science.

LCR | Local Cited References shows the number of citations in a paper's reference list to other papers within the
collection.

LCS | Local Citation Score shows the count of citations to a paper within the collection

CR | Number of Cited References shows the number of cited references in the paper's bibliography

Recs | Number of Records shows the number of records where a given item is found.

T Total [score] Any Total score represents a sum of respective scores for all records from a given author,
source, other category, or all records. e.g. TLCS = Total Local Citation Scores

Table 9: HistCite Statistics

On each platform, the search was conducted until 2011, using the full concept between
quotation marks (“global value chains” and “global production networks”). On ISI, Web of
Science databases selected were: Science Citation Index Expanded (1899-), Social Sciences
Citation Index (1898-), Arts & Humanities Citation Index (1975-), Conference Proceedings
Citation Index- Science (1990-), Conference Proceedings Citation Index- Social Science &
Humanities (1990-). The statistics of areas were taken directly from the platform, and all the
others were generated by HistCite.

As ranking tables and Histgraph figures are available on the annex!, the considerations of this
section will focus on the similarities and differences, not on the description of the results that
are self-explanatory on the tables.

The profile of sample of GVCs and GPNs publications, and the combined sample is show on
table 10. The number of GVCs articles (217) is slightly bigger than GPNs (197), what may
explain the superior number of authors (337/254) and authors” institutions

Total GVCs GPNs [ Common
Records 406 217 197 8
Authors 561 337 254 30
Journals 178 131 82 35
Cited References 15574 8127 8722 1275
Words 1205 773 746 314
Institutions 325 209 159 43
Institutions with Subdivision 463 282 207 26

Table 10: Profile of the GVCs, GPNs, and combined 1SI samples

! Coe N (1 record) is indexed also Coe NM (9 records), as well as Rutherford T/Rutherford TD (1 record each)
and Sturgeon T/ Sturgeon TJ (3 recs/1 rec) On this analysis, the consolidated data was considered.



8.1 Main Areas

On ISI-WoS, the profile of the publications is alike, but already shows the differences of the
two schools (Table 11). In GVC, the main group is business publications: Economics,
Management, Business, Operations Research/ Management Science, Engineering Industrial
(in Green). The Most GPN articles with a macro level view, with a public interest bias:
Planning Development, Geography, Environmental Studies and International Relations (in
Yellow). Third area in both is social sciences: Sociology, Urban Studies, Anthropology, Area
Studies, and Political Sciences (in Blue).

On Scopus (Table 12), the classification system is different: Social Sciences is the main group
in GVC is Social Sciences (blue), then Business (green) and macro level (yellow). If Decision
Sciences is considered a Business area, then Business is the area with more publications. On
GPN, the order of the areas is the same of the ISI table.

8.2 Years

Table 13 shows the GVCs, GPNs and GCCs Recs, TLCS and TGCS per year ISI-WoK until
2011. The GCCs publications started in 1997, GPNs" in 1998 and GVCs™ in 2000. Two
periods can be identified: until 2005 and from 2006-2011.

At the first period, the number of publications is low, as the field is being established: 2001-
2005 article/year averages are 5 (GCCs), 5,8 (GVCs), and 4,6 (GPNs). On the second period
(2006-2011) averages are 10,8 (GCCs), 31 (GVCs), and 29 (GPNs). It is also clear that
despite GCCs research increase, its relative importance compared to GVCs/GPNs research
declined.

8.3 Journals

On tables 14 to 17, GVCs and GPNs top 20 Journals Ranking per Recs/TCLS and
TLCS/TGCS are detailed with Recs, TGCS, TLCS, and also position on each ranking (Recs,
TGCS, and TLCS). Recs ranking shows the outlets that are more open to the theme/approach
of each school, while TLCS and TGCS shows the impact of the publications. The similarities
and differences on main areas (8.1) are reflected in journals: four journals are common on
Recs ranking, and three in TLCS ranking, and no journals are common in all four rankings.

8.4 Articles and Authors

Tables 18 and 19 have GVCs and GPNs top 10 publications ranking per LCS without any
common publications, and Tables 20 and 21 (top 20 authors rankings per recs) have just
Barrientos; reinforcing that although their similarities, the two schools have autonomous
paths.

8.5 Countries and Institutions

British and American researchers and institutions have much more publications than other
countries” (tables 20 to 27), and two British institutions lead the schools: IDS/Sussex (GVCs)
and University of Manchester (GPNs). American researchers are not as concentrated as
British ones.



8.6 References

Reference counting is not as sophisticated as co-citation analysis and other techniques, but is
enough to identify some findings. Both schools have high percentage of citation of their top
10 references (tables 28 and 29 of top 30 references of GVCs and GPNs).

On GVCs ranking, it is interesting to note two Bair’s GCC publications between top 10 GVC,
and just two Coe’s GPN publications on position 27. On GPNs" ranking there are three
Gereffi’s GVC publications in top 10, and other two in #11 and #30; and also Bair (2005) in
#16 and Humphrey (2002) in #19. So GVCs have more impact on GPNSs literature than the
opposite.

There are no ANT references are in GPNs™ top 30 ranking, what reflects that (i) the basis of
GPNs is much more GVCs than ATN, and (ii) the contribution of networks theories didn’t
reach their potential, what is illustrated also by the absence of a seminal network governance
publication (Jones, Hesterly, & Borgatti, 1997) in GPNs ranking and its low position on
GVCs ranking (#251, 3 citations).

8.7 Words

No surprises in tables 30 and 31: upgrading, governance and innovation are in higher
positions on GVCs ranking; while regional, and development are higher in GPNs. China is
the only country word in both rankings. Cluster(s) and supply are only in GVCs ranking, and
Embeddeness, Spatial, and Geography(ies) are only in GPNSs ranking.

8.8 HistGraph

HistGraphs are very useful to understand and illustrate the historical path of research themes.
In GVCs HistGraph it is possible to identify two groups of articles, but their data is not
sufficient to label as two different streams of research. In GPNs Histgraph, no groups are
identified.

9 Discussion

The discussion is organized in four parts. First, the GVCs/GPNs” literature and bibliometric
analysis are summarized. Then some comments about modelling trade-offs are remembered,
and the usefulness of the concept “Global Netchains” is discussed. Finally, suggestions for
future research are made, including considerations about two other potential streams of
research that might have great contributions to Global Netchains research: Global
Manufacturing Virtual Networks and Multi-Sided Platforms.

9.1 GVCs/GPNs™ Literature and Bibliometric analysis Summary

Comparing GVCs and GPNs publications, GVCs school has a deeper understanding of how
organizations interact, giving practitioners, NGOs and policymakers tools to analyze the
industries and the position of their organizations to make better decisions. Its meso-level
focus enables to have the macro and micro inputs that are keys to governance and upgrading
processes. Recent development incorporates themes and dimensions that GPNs scholars
pointed as lacking until early-2000s.



GPNs school has a wider understanding of the multi-level connections, and has established a
critical view not only of GVCs approach but also of the global process. It positioned itself as a
GCCs/GVCs evolution, introducing ANT to build a synthesis that could enhance some points
considered weak. The macro description is generally more detailed and includes more actors,
and privileges the macro level. The analysis of references shows that ANT contribution might
be underdeveloped.

The projects and publications that joined researchers from both schools prove that there is
more than just goodwill from all parties to improve together the current theory: they are
actively working on that.

9.2 Modelling Trade-offs

The eternal trade-off of modelling is how to balance comprehensiveness and the richness of
the differences and details. Here, two trade-offs in Global Chains/Networks analysis are
discussed.

The first trade-off is related to the levels of analysis, and how to identify and select the actors
that are relevant maintaining the complexity manageable to the theory. GVCs" approach
started more focused and then incorporated critics and contributions to make it wider. GPNs’
replacing chains by networks and multi-scalar approach is an alternative with the same goal.
This tension is intrinsic to the theme, and demands contributions from other fields to solve the

gaps.

The second trade-off is about communication, particularly visual representation of the studied
phenomena. One of the issues of chain metaphor is that it suggests that there is just one path,
and that path is unidirectional. Networks and grids seem to reproduce better the multiplicity
of the relationships nature, but are harder to represent and be understood. To show and
analyse the diversity, some solutions were developed, such as displaying the variations of
GVCs that exists on the same industry and compare them side-by-side as display on Figure 6
on annex (Erkus-Ozturk & Terhorst, 2010). On business models visualization it is proposed
that for each customer segment, one canvas showing the specific configuration of
infrastructure (activities, resources, and partners), value proposition, channels, customer
relationship and finances (cost structure and revenue streams) shall be made (Osterwalder &
Pigneur, 2010). To fully understand an actors” interests, importance and behaviour, it is
important to capture the many simultaneous scenarios that each actor is involved.

9.3 Global Netchains

NetChains approach helps to identify different roles of the same actor, as it represents both
vertical and horizontal relationships simultaneously. The use of layers to do so does not
discard the use of many figures to compare scenarios and/or display different dimensions
(economic, institutional, social, political, cultural, etc).

Not all Netchains are global, but Global Netchains are an important subset, as GCCs/ GVCs/
GPNs research already showed. The Global/International can be developed on GCCs/ GVCs/
GPNs basis. Governance models and upgrading might have to be reconceptualised on this
cross-fertilization process.



One of GPNs” critics is on perceived GVCs™ over importance of governance based on inter-
firms relationships. As the use of layers help to visualize horizontal, vertical and diagonal
relationships of different natures and actors without losing the value creation process view, it
may be easier to understand the power dynamics. As Netchains theoretical basis come from
Supply Chain Analysis and Network Analysis, Global Netchains may have less difficulty to
benefit from existing chain and network research, incorporating the contributions of strong
research streams such as network governance (Jones, et al., 1997) that are not incorporated in
GVCs or GPNs models. Producer drive may also be revisited.

Economic and social upgrading analysis can benefit from multi-layers approach, especially on
the challenge of identifying the relationships between these two dimensions. With the
possibility of better visualization of each actor in different scenarios and dimensions, it shall
be easier to understand what economic upgrades are more viable. Product, Process, and Intra-
chain are easier to visualize than Inter-chain upgrading, and being able to understand the role
of the actor in different scenarios is particularly important for the last one. On social
upgrading side, a similar same argument is valid.

9.4 Other Potential Contributors for future Global Netchains

Two emerging streams of research might have interesting and different contributions to
GNCs: Global Manufacturing Virtual Networks (GMVNs) and Multi-sided Platforms
(MSPs).

The model of Global Manufacturing Virtual Networks was introduced in 2000, as a response
to four driving forces: (i) the globalization of markets and competition, (ii) the emergence of
the virtual business network as a robust business model for innovation and development, (iii)
the increasing participation of emerging countries in global manufacturing networks and (iv)
practices that changes industries like contractual and electronic manufacturing services. (Shi,
Fleet, & Gregory, 2002, 2003; Shi & Gregory, 2005). Although the original scope is firm-
level operations and strategy, and the comparative is with other types of business models,
such as MNCs (GVCs™ hierarchies) and international strategic alliances (could be GVCs’
relational or modular chains), there are many possibilities of cross-fertilization. Despite not as
broad as GCCs/ GVCs/ GPNs approaches, the identification of internationalization and
externalization as the key dimensions of the change leads to a positioning with similar
questions about the functioning of global/international chains/networks.

Multi-sided Platform (MSP) is defined as “an organization that creates value primarily by
enabling direct interactions between two (or more) distinct types of affiliated customers”
(Hagiu & Wright, 2011). Platforms studies are published in strategy and organizational
journals, and evolved of concepts such as two-sided markets/platforms, networked business,
and platform-mediated networks (PMNs) (Thomas Eisenmann, Parker, & Alstyne, 2006;
Thomas Eisenmann, Parker, & Van Alstyne, 2007; T. R. Eisenmann, 2008). Sixty of the
world’s 100 largest companies (ranked by market value) earn >50% of their revenue from
platform-mediated networks, including American Express, Cisco, Citigroup, Time Warner,
UPS, and Vodafone. (Thomas Eisenmann, 2011). Product examples of platforms include (in
2012) eBay, Facebook, iPhone, Mall of America, Match.com, Skype, Sony PlayStation,
Vogue magazine, Yellow Pages, and YouTube; but do not include traditional cable TV
companies, department stores, movie theatres, satellite radio companies, or video game
arcades. (Hagiu & Wright, 2011). Key concepts include network effects (Zhu & lansiti, 2012)
and envelopment (T. Eisenmann, Parker, & Van Alstyne, 2011). Although the geographic



dimension is not central on platform approach, this type of configuration is different from
traditional chains/networks, and shall be considered on further development of the concepts
and methods in Global Netchains research. The MSPs have to reach critical mass in all sides,
and they tend to need broad geographical coverage.
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Agriculture Multidisciplinar Engineering Electrical Electronic 4
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Table 11: Areas of GVCs and GPNs publications in 1SI-WoS until 2011

Social Sciences 160 Geography 112

98 Economics 45

60 Environmental Studies 36

Environmental Science 30 Planning Development 23
Decision Sciences 26 _ 14
Computer Science 22 - 13
Engineering 20 Urban Studies 12
Earth and Planetary Sciences 16 _ 10
Energy 8 - 8
Agricultural and Biological Sciences 5 _ 7
Engineering Industrial 6

International Relations 6

6

5

Table 12: Areas of GVCs and GPNs publications in Scopus until 2011



11.1  Years

Total GVCs GPN GCC

Recs | TLCS [ TGCS|Recs | TLCS | TGCS [Recs [ TLCS | TGCS | Recs | TLCS | TGCS
1997 3 0 32
1998 1 4 9 1 2 9 5 0 66
1999] 1 7 1 0 7 5 0 | 485
2000f 1 1 35 1 0 35 3 0 | 128
2001 7 33 [139]| 5 [ 27 | 115] 2 0 24 6 0 | 297
2002 8 1229|631 4 |76 | 229 4 [115]402| 3 0 | 197
2003] 5 19 (138 4 |13 1114 2 4 54 5 0 69
2004] 14 1 153 [ 446 ] 5 5 24 9 (131422 4 0 [218
2005| 17 | 308 [1050| 11 (208|873 | 6 [34 [177 | 7 0 [ 162
2006| 33 | 147 | 406 | 14 | 15 | 143 | 19 (103 263 | 10 0 98
2007 40 | 68 | 308 20 | 16 | 100 | 20 [ 43 | 208 | 8 0 92
2008 65 | 245 | 659 [ 38 | 66 | 308 | 28 [125] 364 [ 15 0 |131
2009 60 | 55 | 277 33 |18 | 139 27 [ 27 | 138 7 0 16
2010f 65| 20 | 141 [ 38 |13 | 78 | 29| 7 63 18 0 83
2011] 89 | 12 56 | 44 1 17 | 49 [ 11 [ 45 7 0 7

406 1129414302) 2171458 |2175]197[602(2176] 106 | O 2081

Table 13: GVCs, GPNs and GCCs Recs, TLCS and TGCS per year ISI-WoK until 2011

Due to technical issues, GCCs” TLCS data was not retrived.
11.2  Journals

::;i Journal (Recs/TLCS) Recs | TLCS | TGCs ;aLESk ;Sgi
1|World Development 15 79 328 2 2
2|lds Bulletin-Institute Of Development Studies 7 32 129 5 5
3[Journal Of Economic Geography 7 19 87 6 7
4|Entrepreneurship And Regional Development 7 16 75 7 8
5[Economy And Society 5 68 189 4 4
6[European Planning Studies 5 1 20 24 18
7[Research Policy 4 4 56 11 9
8|Global Networks-A Journal Of Transnational Affairs 4 2 30 17 15
9|Regional Studies 3 76| 228 3 3

10[Journal Of Rural Studies 3 7 91 9 6
11|Agriculture And Human Values 3 5 50 10 10
12|Journal Of Agrarian Change 3 1 31 21 13
13|Geoforum 3 2 19 19 20
14|Environment And Planning A 3 1 15 25 23
15[Journal Of Business Ethics 3 1 13 26 26
16|Industrial And Corporate Change 3 2 9 20 31
17[Erdkunde 3 1 3 31 43
18|Revista De Economia Mundial 3 1 1 35 54
19|Review Of International Political Economy 2| 106 434 1 1
20|European Urban And Regional Studies 2 2 43 16 11

Table 14: GVCs Journals Ranking per Recs/TCLS in ISI-WoK until 2011

First criteria of the ranking is Recs, and the second is TCLS.




TLE journal (TLes/TGCs) TGCs | Recs | TLcs | Recs | T6G6
Rank Rank | Rank
1[Review Of International Political Economy 434 2| 106 19 1
2|World Development 328 15 79 1 2
3|Regional Studies 228 3 76 9 3
4|Economy And Society 189 5 68 5 4
5[Ids Bulletin-Institute Of Development Studies 129 7 32 2 5
6[Journal Of Economic Geography 87 7 19 3 7
7|Entrepreneurship And Regional Development 75 7 16 4 8
8|Development Policy Review 14 2 8 25 25
9|Journal Of Rural Studies 91 3 7 10 6
10|Agriculture And Human Values 50 3 5 11 10
11|Research Policy 56 4 4 7 9
12|Cambridge Journal Of Economics 11 2 4 27 28
13|Geographical Journal 15 2 3 23 21
14|Politics & Society 15 2 3 24 22
15|Third World Quarterly 12 2 3 26 27
16|European Urban And Regional Studies 43 2 2 20 11
17|Global Networks-A Journal Of Transnational Affairs 30 4 2 8 15
18|Sociologia Ruralis 20 2 2 22 17
19|Geoforum 19 3 2 13 20
20{Industrial And Corporate Change 9 3 2 16 31
Table 15: GVCs Journals Ranking per TLCS/TGCS in ISI-WoK until 2011
First criteria of the ranking is TCLS, and the second is TGLS.
Recs TLCS | TGCS
Recs | TLCS | TGCS
Rank [Journal (Recs/TLCS) Rank | Rank
1 |[Environment And Planning A 19 92 224 4 3
2 |Journal Of Economic Geography 14 119 | 323 1 1
3 |Economic Geography 11 41 136 5 7
4 |Growth And Change 11 19 84 7 8
5 |Progress In Human Geography 10 34 195 6 5
6 [Global Networks-A Journal Of Transnation{ 10 13 76 10 9
7 [Regional Studies 8 15 43 9 11
8 |European Planning Studies 7 5 75 13 10
9 |European Urban And Regional Studies 4 3 22 17 18
10 [Singapore Journal Of Tropical Geography 4 1 10 24 25
11 |Geografiska Annaler Series B-Human Geog 4 1 8 25 30
12 |International Labour Review 4 0 0 55 55
13 [Antipode 3 3 28 16 14
14 |Eurasian Geography And Economics 3 5 16 15 21
15 |Cambridge Journal Of Regions Economy An| 3 0 10 36 26
16 |Norsk Geografisk Tidsskrift-Norwegian Jou 3 2 2 22 39
17 |Transactions Of The Institute Of British Ge| 2 93 208 3 4
18 [Asia Pacific Viewpoint 2 10 30 12 13
19 |[Economy And Society 2 5 20 14 20
20 |[Environment And Planning C-Government A 2 2 8 21 29

Table 16: GPNs Journals Ranking per Recs/TCLS in ISI-WoK until 2011




TLGS TLCs | Recs | Tacs | Rees | T66
Rank [Journal (TLCS/TGCS) Rank | Rank
1 |Journal Of Economic Geography 119 14 323 2 1
2 |Review Of International Political Economy| 97 1 259 30 2
3 [Transactions Of The Institute Of British Ge[ 93 2 208 17 4
4 |Environment And Planning A 92 19 224 3
5 |Economic Geography 41 11 136 7
6 |Progress In Human Geography 34 10 195 5 5
7 |[Growth And Change 19 11 84 4 8
8 [Research Policy 18 1 141 31 6
9 [Regional Studies 15 8 43 7 11
10 |Global Networks-A Journal Of Transnation| 13 10 76 6 9
11 |Academy Of Management Review 11 1 36 32 12
12 |Asia Pacific Viewpoint 10 2 30 18 13
13 [European Planning Studies 5 7 75 8 10
14 |[Economy And Society 5 2 20 19 20
15 |[Eurasian Geography And Economics 5 3 16 14 21
16 [Antipode 3 3 28 13 14
17 |European Urban And Regional Studies 3 4 22 9 18
18 [Journal Of Agrarian Change 2 1 13 38 23
19 |[International Journal Of Technology Mana| 2 1 12 39 24
20 |[Development And Change 2 1 9 40 27

Table 17: GPNs Journals Ranking per TCLS in ISI-WoK until 2011

11.3  Publications

Date / Author / Journal

LCS

GCS

LCR

CR

=

Gereffi G, HumphreyJ, Sturgeon T

The governance of global value chains

REVIEW OF INTERNATIONAL POLITICAL ECONOMY. 2005 FEB; 12 (1): 78-104

106

426

62

N

HumphreyJ, Schmitz H

How does insertion in global value chains affect upgrading in industrialclusters?

REGIONAL STUDIES. 2002 DEC; 36 (9): 1017-1027

76

227

56

w

Ponte S, Gibbon P

Quality standards, conventions and the governance of global value chains

ECONOMY AND SOCIETY. 2005 FEB; 34 (1): 1-31

33

110

119

N

Giuliani E, Pietrobelli C, Rabellotti R

Upgrading in global value chains: Lessons from Latin American clusters

WORLD DEVELOPMENT. 2005 APR; 33 (4): 549-573

35

90

109

U1

Barrientos S, Dolan C, Tallontire A

A gendered value chain approach to codes of conduct in Africanhorticulture

WORLD DEVELOPMENT. 2003 SEP; 31 (9): 1511-1526

10

61

60

N

HumphreyJ, Schmitz H

Governance in global value chains

IDS BULLETIN-INSTITUTE OF DEVELOPMENT STUDIES. 2001 JUL; 32 (3): 19-+

15

54

24

~

Klooster D

Environmental certification of forests: The evolution of environmental governance in a commodity network

JOURNAL OF RURAL STUDIES. 2005 OCT; 21 (4): 403-417

46

83

00

Sturgeon T, Van Biesebroeck J, Gereffi G

Value chains, networks and clusters: reframing the global automotiveindustry

JOURNAL OF ECONOMIC GEOGRAPHY. 2008 MAY; 8 (3): 297-321

43

60

e

Giuliani E

Cluster absorptive capacity - Why do some clusters forge ahead and others lag behind?

EUROPEAN URBAN AND REGIONAL STUDIES. 2005 JUL; 12 (3): 269-288

42

128

10

Mutersbaugh T

Just-in-space: Certified rural products, labor of quality, and regulatory spaces

JOURNAL OF RURAL STUDIES. 2005 OCT; 21 (4): 389-402

M

65

Table 18: GVCs publications ranking per LCS in ISI-WoK until 2011




# Date / Author / Journal LCS | GCS [ LCR | CR
Henderson J, Dicken P, Hess M, Coe N, Yeung HWC
1[{Global production networks and the analysis of economic development 97 | 259 1 | 83
REVIEW OF INTERNATIONAL POLITICAL ECONOMY. 2002 AUG; 9 (3): 436-464
Coe NM, Hess M, Yeung HWC, Dicken P, Henderson J
2|'Globalizing' regional development: a global production networksperspective 93 | 205 1 |61
TRANSACTIONS OF THE INSTITUTE OF BRITISH GEOGRAPHERS. 2004 DEC; 29 (4): 468-484
Hess M
3|'Spatial' relationships? Towards a reconceptualization of embeddedness 29 |145( 1 | 92
PROGRESS IN HUMAN GEOGRAPHY. 2004 APR; 28 (2): 165-186
ErnstD, Kim L
4|Global production networks, knowledge diffusion, and local capabilityformation 18 | 141 ] 0 | 49
RESEARCH POLICY. 2002 DEC; 31 (8-9): 1417-1429
Coe NM, Dicken P, Hess M
5|Global production networks: realizing the potential 43 | 91 | 15 | 119
JOURNAL OF ECONOMIC GEOGRAPHY. 2008 MAY; 8 (3): 271-295
Hassink R
6|How to unlock regional economies from path dependency? From learningregion to learning cluster 3 64 0 | 61
EUROPEAN PLANNING STUDIES. 2005 JUN; 13 (4): 521-535
Hess M, Yeung HWC
7|Whither global production networks in economic geography? Past, present, and future 41 | 60 7 |70
ENVIRONMENT AND PLANNING A. 2006 JUL; 38 (7): 1193-1204
Coe NM, Hess M
8|The internationalization of retailing: implications for supply network restructuring in East Asia and Eastern Europe 16 | 47 2 |57
JOURNAL OF ECONOMIC GEOGRAPHY. 2005 AUG; 5 (4): 449-473
Yeung HWC
9|The firm as social networks: An organisational perspective 11 | 38 2 133
GROWTH AND CHANGE. 2005 SUM; 36 (3): 307-328
SunleyP
10{Relational economic geography: A partial understanding ora newparadigm? 7 38 5 [139
ECONOMIC GEOGRAPHY. 2008 JAN; 84 (1): 1-26
Table 19: GPNs publications ranking per LCS in I1SI-WoK until 2011
114  Authors
Rank Author Recs |TLcs | Tacs "2k [Rank || Rank recs | Tics | Tacs | Rank | Rank
Recs TLCS |TGCS| | Recs |author TLCS | TGCS
1 |Gereffi G 7 121] 521 2 2 1 Hess M 10 342 859 1 1
2 [Pontes / {70 119216 | 5 2 [CoeNM 10 | 280 [ 673 | 2 2
3_[NadviK 6 {19171 111 112 ™3 1veung HWC 10 | 269 | 638 | 3 | 3
4 |RiisgaardL 5 16 | 31 13 | 32 4 |Dicken P 6 251 | 598 4 4
5 |SturgeonT) 4 115 476 3 3 5 Wei YHD 6 6 20 33 47
6 [GibbonP 4 {71 11851 5 | 6 6 |Henderson J 4 193 [a7a| 5 [ 5
7 |Tallontire A 4 114 [ 77 [ 15 [ 11 7  |ErnstD 4 20 153 6 6
8 |Humphrey ) 3 [197]707] 1 | 1 8 |[Pickles) 4 | 9 [33]13 ] 1
9 |Schmitz H 3 1931302] 4 | 4 9 |Rodrigue JP 4 5 | 28 | 36 | 21
10 [Barrientos S 3 15 | 105 | 14 8 10 |[LeeYS 4 9 25 18 27
11 |Pietrobelli C 3 [ 39100 7 9 11 |Bowen JT 3 10 33 9 11
12 |Rabellotti R 3 135] 96 9 10 12 |Smith A 3 9 33 14 13
13 |BelussiF 3 |6 14223120 13 |Pavlinek P 3 3 22 | 46 | 42
14 |Lund-Thomsen P 3 0 6 |103 | 83 14 |Hesse M 3 2 21 50 a4
15 |Thoburn) 3 1 5 66 | 89 15 |[Barrientos S 3 2 9 53 65
16 |Albors-Garrigos J 3 0 3 123117 16 |[FranzM 3 0 3 120 | 107
17 [Hervas-Oliver JL 3 0 3 124 [ 118 17 |BeggR 2 9 33 15 14
18 |Tejada P 3 1 3 71 | 111 18 ([Bucek M 2 9 33 16 15
19 |HuYQ 3 0 0 177 [ 177 19 |Roukova P 2 9 33 17 16
20 [Giuliani E 2 37 | 132 8 7 20 |Leinbach TR 2 10 31 10 17

Table 20: GVCs authors ranking per Recs

11.5 Countries

Table 21: GPNs authors ranking per Recs




Rank | ountry Recs | TLCs | Tacs | Rank | Rank Rank | untry Recs | TLCs | Tacs | Rank | Rank
Recs TLCS | TGCS Recs TLCS | TGCS
1 [USA 41 169 | 846 2 2 1 |UK 53 [371(1044]| 1 1

2 UK 38 261 | 1110 1 1 2 |USA 51 45 277 3
3 |Peoples R China 26 0 3 23 22 3 [Germany 20 | 37 [ 249 4 4
4 |Denmark 17 51 150 3 3 4 [Peoples R China 17 | 21 58 5 7
5 [Germany 14 10 75 5 4 5 |[Singapore 14 | 237 | 603 2 2
6 |ltaly 14 12 70 4 5 6 |Canada 8 9 30 11 13
7 |Spain 14 1 11 15 15 7 __|Netherlands 6 1 14 16 17
8 [Netherlands 10 5 49 8 7 8 [South Korea 5 20 | 149 6 5
9 |France 7 2 34 9 9 9 |Taiwan 5 17 48 7 8
10 |Sweden 7 2 27 11 12 10 [Australia 5 4 40 14 9
11 [Canada 5 9 60 6 6 11 |Norway 5 6 13 13 18
12 |Australia 5 1 35 12 8 12 [France 3 14 63 8 6
13 |South Africa 5 8 21 7 13 13 |Switzerland 3 6 37 12 10
14 [Taiwan 4 1 33 13 10 14 (ireland 3 0 19 20 15
15 |Switzerland 4 2 32 10 11 15 [Denmark 3 2 16 15 16
16 |Brazil 4 1 12 14 14 16 |Czech Republic 3 1 4 18 20
17 [Japan 4 1 6 17 19 17 |Bulgaria 2 9 33 9 11
18 [New Zealand 3 0 1 26 26 18 |Slovakia 2 9 33 10 12
19 |Belgium 2 0 8 20 18 19 |South Africa 2 0 1 26 26
20 |Norway 2 0 4 21 20 20 |ltaly 1 0 25 | 19 | 14
Table 22: GVCs authors” country of origin ranking per Table 23: GPNs authors™ country of origin ranking per
Recs Recs
11.6  Institutions
Rank |, s titution with Subdivision Recs | TLCs | TGcs | Rank | Rank
Recs TLCS | TGCS

1[Danish Inst Int Studies 9 86| 230 4 4
2|Univ Sussex, Inst Dev Studies 4] 183] 680 1 1
3|Univ Manchester, Sch Environm & Dev 3 7 31 20 27
4|Univ Copenhagen, Dept Geog & Geol 3 2 28 43 32
5|/Univ Roma Tre 2 35 92 5 5
6|Florida State Univ, Dept Geog 2 4 67 26 7
7|Univ E Anglia, Norwich NR4 7T) 2 11 65 9 8
8|Duke Univ 2 9 50 12 11
9|Univ Colorado, Dept Sociol 2 25 49 7 12
10{Harvard Univ, John F Kennedy Sch Govt 2 0 44 77 13

Table 24: GVCs authors” institutions and department ranking per Recs

Rank |, stitution with Subdivision TLcs | T6cs | Recs | Rank [Rank
TGCS TLCS | Recs
1|Univ Sussex, Inst Dev Studies 183| 680 4 1 2
2|Duke Univ, Ctr Globalizat Governance & Competitiveness 106 426 1 2 26
3|MIT, IPC 106| 426 1 3 27
4]|Danish Inst Int Studies 86| 230 9 4 1
5]Univ Roma Tre 35 92 2 5
6|Univ Sussex, Brighton BN1 9RH 35 90 1 6 28
7|Florida State Univ, Dept Geog 4 67 2 26 6
8|Univ E Anglia, Norwich NR4 7T) 11 65 2 9 7
9]Inst Dev Studies, Brighton 10 61 1 10 29
10| Univ Greenwich, Chatham 10 61 1 11 30

Table 25: GVCs authors” institutions and department ranking TGCS



Rank o . . Rank [ Rank
Recs Institution with Subdivision Recs | TLCS | TGCS 1ies | Tacs

1 |UnivManchester, Sch Environm & Dev 15 | 211 | 501 2 2
2 [Natl UnivSingapore, Dept Geog 11 | 236 | 598 1 1
3 |UnivN Carolina, Dept Geog 6 9 38 15 13
4 |UnivUtah, Dept Geog 6 6 20 29 41
5 [UnivUtah, Inst Publ & Int Affairs 6 6 20 30 42
6 [UnivSouthampton, Sch Geog 5 19 75 9 9
7 [UnivMarburg, Dept Geog 5 1 5 73 93
8 |EastWest Ctr 4 20 | 153 8 6
9 |Hofstra Univ, Dept Econ & Geog 4 5 28 33 22
10 [univ Kentucky, Dept Geog 3 10 34 12 14

Table 26: GPNs authors” institutions and department ranking per Recs”

Rank o . . Rank | Rank

TGCS Institution with Subdivision TGCS | Recs | TLCS recs | TLcs
1 [Natl UnivSingapore, Dept Geog 598 | 11 | 236 2 1
2 |UnivManchester, Sch Environm & Dev 501 15 | 211 1 2
3 [UnivManchester, Manchester Business Sch 464 2 190 16 3
4 |DUXX Grad Sch Business Leadership 259 1 97 47 4
5 |UnivManchester, Sch Geog 259 1 97 48 5
6 |East WestCtr 153 | 4 20 9 8
7 |UnivMunich, Inst Econ Geog 145 1 29 49 7
8 |Korea Univ, Coll Business Adm 141 1 18 50 10
9 |UnivSouthampton, Sch Geog 75 5 19 6 9
10 |UnivDuisburg Essen, Inst Geog 64 1 3 51 39

Table 27: GPNs authors” institutions and department ranking per TGCS
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Rank]Author / Year / Journal GVC [%GVC
1|Gereffi G, 2005, REV INT POLIT ECON, V12, P78, DOI 10.1080/09692290500049805 106|48,8%
2[Humphrey J, 2002, REG STUD, V36, P1017, DOI 10.1080/0034340022000022198 76(35,0%
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5|Gereffi G., 1994, COMMODITY CHAINS GLO 52(24,0%
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Abstract

Manufacturers of capital goods may not be able to internally master all the relevant
value creation activities for moving from products to solutions; it is rarely economically
sensible for them. Consequently, they increasingly resort to complex business networks
that are replacing traditional vertically integrated supplier-customer relationships in the
provision of solutions. Through multiple case studies, this paper attempts to identify the
different types of business networks involved in the provision of solutions as well as the
capabilities necessary for forming and utilizing the networks. The paper classifies the
network approaches adopted by firms in moving from products to solutions into four
types, namely: “vertical after-sales service network”, “horizontal outsourcing service
network”, “vertical life-cycle solution network”, and “horizontal solution network”.
These network types, analyzed through the perspective of the “focal firm” in the
network, foster our understanding of the movement towards integrated solutions of
products and services. The formation and utilization of business networks require
dynamic and operational capabilities. Dynamic capabilities allow to initiate a business
network formation, whilst operational capabilities allow the network firms to develop,
integrate, and deliver the product and service components of the solution. Each network
type requires a specific set of dynamic and operational capabilities.

Key words: Manufacturers of capital goods, business networks, products and services,
solutions, dynamic and operational capabilities



1 Introduction

Manufacturers of capital goods are moving from selling products to providing solutions
(Wise & Baumgartner, 1999; Jacob & Ulaga, 2008). They depart from the traditional
concept of designing, manufacturing and selling products to providing innovative
combinations of products and services, which leads to high-value unified responses to
customers’ needs (Davies, Brady & Hobday, 2007). Individual companies, even major
multi-nationals, such as Alstom, Ericsson Operating Systems, General Electric, IBM,
John Deere, Rolls-Royce, or Siemens, can neither internally master all the relevant
value creation activities for providing solutions, nor is it economically sensible. As a
consequence, these firms are replacing traditional vertically integrated supplier-
customer relationships through business networks for providing solutions.

A typical illustration is Rolls-Royce’s “power-by-the-hour” solution, where customers
pay a fixed warranty and operational fee for the effective run time of the jet engines
(Koudal, 2006). Rolls-Royce’s entire solution package encompassing the jet engine,
installation, after-sales maintenance, repair, and overhaul services is provided through a
complex business network, which consists of specialized components suppliers such as
Volvo Aero and maintenance specialists such as Lufthansa Technik. This business
network replaced the traditional vertically integrated supplier-customer relationship
between Rolls-Royce and its direct customers such as Boeing and Airbus.

Existing literature concentrates on single firms’ efforts in moving from products to
solutions. For instance, Oliva and Kallenberg’s (2003) transition line from products to
services is derived from individual companies, moving along the stages of (1)
consolidating services, (2) entering the installed base service market, (3) expanding to
relationship-based and process-centered services, and (4) taking over end-users’
operation. Similarly, Neu and Brown’s (2005) illustration of the shift in the offering
from services as adds-on to products to products as add-ons to services relies on
individual efforts of four IT-companies. Davies’ (2004) investigation of manufacturing
firms moving to integrated systems, integrated solutions, and further on to operational
services concentrates also on single firm efforts.

Recent literature begins to include the business network perspective. Companies follow
a business network approach because they rely on other companies to contribute to
products and service components forming the solution (Davies et al., 2007). Companies
identify, select and manage other network actors across different supply chains, which
contribute to the solutions (Johnson & Mena, 2008; Pawar et al., 2009). Yet existing
studies have neither analyzed in-depth nor conceptualized the characteristics of business
networks in this context. From both an empirical and a theoretical perspective, it
remains unclear what types of business networks contribute to the provision of solutions
and how companies can form and utilize business networks.

The paper addresses these issues by adopting the standpoint of the focal firm in the
network. A multiple case study analysis of companies engaged in business networks
was carried out. The empirical observation provides insights regarding the types of
business networks as well as the capabilities for forming and utilizing the business
networks. This paper extends the practical implications for and theoretical discussion of
the move from products to solutions beyond the focus on single firm efforts (Davies et
al., 2007; Windahl & Lakemond, 2010; Wise & Baumgartner, 1999).



The remainder of the paper is structured as follows: section 2 discusses the existing
literature and the research method is presented in section 3. A discussion and
interpretation of the results is presented in section 4. Finally, section 5 describes and
highlights the implications of the findings for practitioners and researchers.

2. THEORETICAL BACKGROUND

2.1 Moving from products to solutions

Solutions encapsulate all product and service components, which are necessary to
provide unified responses to customers’ operational and business needs (Davies et al.,
2007; Nordin & Kowalkowski, 2010; Sawhney, 2006; Tuli, Kohli & Bharadwaj, 2007).
Components upstream in the value chain include sources of supply such as sub-
components of products and services (sub-modules, assembly of sub-modules, logistic
services to guarantee assembly and manufacturing activities). Components downstream
in the value chain refer to the provision of products and services towards the customers
in order to install, maintain, operate, or finance the equipment (Davies, 2004). The
extension of service components in the total offering starts with basic services for the
installed base such as spare parts, inspections, repair, maintenance, and modernization
services. Further service components are operational services, where customers
outsource their operational or maintenance services (Gebauer et al., 2010). Moreover,
such outsourcing and operational services lead to additional performance-guarantees, as
a component of the solution (Windahl & Lakemond, 2010). Performance-guarantees
change the revenue models and make financial services necessary: pay-for-
performance, for example, requires financial arrangements in order to pay for the actual
performance (Hunerberg & Huttmann, 2003). Further service components encompass
consulting services, addressing customer’s business needs, as well as design and
constructions services, in order to fulfill customer’s technical needs (Davies et al.,
2007). All these upstream and downstream activities related to product and service
components reflect the vertical dimension of the value chain.

Additional product and service components can also be positioned along the horizontal
dimension of the value chain. Typical illustrations include the integration of third-party
products and services into the solutions. In this case, instead of focusing exclusively on
the company’s own products, the total offering can include products offered by
competitors or that are complementary in nature to their own products. Including such
third-party products into the total offering does not necessarily enhance the breadth of
services but rather extends services to include those from competitor products and/or
supplement products from other vendors (Raddats & Easingwood, 2010).

Finally, the increasing number of service and product components embraced by the
solution requires some integration services (Davies, 2004). These include customization
activities, which ensure that all the product and service components fit together and can
be reconfigured according to the customer needs.

2.2 Business networks and solutions

The literature increasingly devotes attention to the study of business networks. The
contributions explore the economic behavior and connectedness of business networks
(Basole & Rouse, 2008). The literature conceptualizes business networks through
various concepts, such as strategic business nets (Méller et al., 2005), value networks
(Moller & Svahn, 2003), value constellations and business systems (Normann &
Ramirez, 1993), as well as business in networks (Hakansson & Snehota 2006).
Moreover, the research stream dealing with the service-dominant logic and service



science discusses the ‘service system’, which constitutes the value co-creation
configuration of firms, institutions, and customers (Maglio & Spohrer, 2008). In this
research stream, the network is the basic locus of innovation and the principal unit of
analysis in business and marketing (Vargo et al., 2008).

In the context of this study, we use the term “business networks”. Business networks
consist of a loosely coupled collection of upstream suppliers, downstream channels to
market, and ancillary service providers (Basole & Rouse, 2008; Ritter et al., 2004). Our
study focuses on describing the value creation activities of the network, the capabilities
of the actors, the goal of the network and the focal firm, and the structure of the network
along its vertical and horizontal dimension (Mdller et al., 2005).

In the business network, value is co-created by different actors (suppliers, OEMs, third-
party service providers, customers, and so on) (Kothandaraman & Wilson, 2001), and
each actor contributes to the overall offering (Vargo & Lusch, 2011). In the context of
solution provision, this view of value creation emphasizes the focus on core capabilities
(competences) and competence complementarities. Actors’ contribution to solutions
focuses on their core competences and on the cooperation with other network actors,
such as suppliers, partners, allies, and customers (Basole & Rouse, 2008). Therefore,
providing solutions is a complex value creating process, enabled by multiple actors
(Ford et al., 1998; Matthyssens et al., 2009).

Whereas single companies normally provide the product, there is a multiplicity of actors
in the supply network providing the services. Thus, solutions involving the combination
of products and services require the coordination of value creating processes in the
manufacturing systems, maintenance systems, spare parts supply systems, logistic
systems, and so on (Cohen et al., 2006; Davies et al., 2007). Strong relationships
between the different firms, the firm's position in the network, and the firm's network
horizon arguably enhance the provision of solutions (Windahl & Lakemond, 2006).

2.3 Capabilities for forming and utilizing business networks

The concept of “capabilities” refers to a company’s capacity to deploy its resources to
achieve a desired end (Amit & Schoemaker, 1993). Capabilities can be categorized as
operational and dynamic (Winter, 2003). Operational capabilities enable companies to
earn a living under the condition of a specific business environment (Winter, 2003). By
encapsulating the evolutionary nature of resources (Eisenhardt & Martin, 2000),
dynamic capabilities enable companies to respond to changes in the business
environment (Teece et al., 1997).

Operational capabilities enable companies to provide products, services, or solutions
(Fischer et al., 2010). Operational capabilities refer to designing, manufacturing, selling
and delivering product and service components and then integrating these components
into customer-specific solutions (Windahl & Lakemond, 2010). These operational
capabilities may not be concentrated in a single actor of the network as they may
embrace various actors. Typical examples of network-related operational capabilities
are demand-forecasting, cross-firm R&D management, supply chain and customer
relationship management, as well as partnering and collaborating competencies (Moller
& Svahn, 2003). All these operational capabilities reside at the network level and ensure
that network actors can contribute to the value creation process.



Dynamic capabilities enable firms to address changes in the business environment
(Teece, 2007). Dynamic capabilities include: (1) sensing opportunities and threats as
well as the resulting need to change, (2) seizing the opportunities sensed and (3)
reconfiguring operational capabilities to maintain competitiveness (Teece, 2007). The
dynamic capabilities have to embrace various actors in the business networks in order to
envision the value contribution of other actors. Focal firms of business networks
mobilize other actors and motivate them to develop the necessary capabilities for the
intended value contribution. These focal firms also orchestrate the network actors
(Moller & Svahn, 2003). The notions of sensing and seizing business opportunities and
threats as well as visioning, mobilizing, and orchestrating network actors are closely
related to the sense-making in business networks (Mdller, 2010). Sense-making refers
to anticipating the potential of development paths by identifying and shaping
opportunities and by formulating strategic responses. It bridges the perception and
interpretation of opportunities and threats by influencing the reconfiguration of
capabilities among network actors (Méller, 2010; Henneberg, Naude & Mouzas, 2010).

2.4 Research gap and questions

The literature review suggests that a network of firms, rather than a single actor, drives
the movement from products to solutions. However, most research has neglected the
network perspective when addressing the provision of solutions. Specific dynamic and
operational capabilities are required to form, orchestrate, and utilize the network. The
present paper therefore aims to address this gap through multiple case studies, with
particular reference to two key questions. (1) What are the possible types of business
networks for providing solutions? (2) What kind of dynamic and operational
capabilities are required to form and utilize these networks?

3 Research methodology

3.1 Research process

Given the research objective, the research methodology concentrates on exploration and
theory building. A methodology based on qualitative research is thus particularly
suitable. The empirical research was conducted between 2006 and 2010. The research
process follows an “iterative-grounded” theory (Orton, 1997), which suggests that the
researcher examines the relevant literature and employs the empirical data obtained to
fill in the gaps presented by the literature. It is through this procedure that researchers
reveal flaws in the empirical data and literature and elaborate their explanations in order
to confirm the explanatory logic for the structure and capabilities of the business
networks in the context of solution provision. The research process is divided into an
exploratory and a main study (Neu & Brown, 2005).

3.1.2 Exploratory study

An exploratory study was conducted in preparation for the main study. This exploratory
study involved 17 companies in Western European countries (France, Germany, lItaly,
Sweden, Switzerland, and the United Kingdom). The participating companies cover
various manufacturing industries and offer variation in company size and value chain
position. Table 1 describes the participating firms in terms of industry and type of
products.

Single semi-structured interviews were carried out with managers within each of the 17
companies. Managers were asked questions about the products and service components
embedded in the solution offering. Follow-up questions were used to explore key issues
about the business networks (strategic partners, network structure, focal firm, goal and



value proposition of the network). The interview data were supplemented with
secondary data, such as annual reports and company documents. Graphical illustrations
of the network were developed for each exploratory case, including downstream and
upstream activities in the value chain of the focal firm (vertical dimension) as well as
auxiliary service and product providers (vertical dimension) (Miles & Huberman,
1994).

The exploratory case studies were analyzed through a pattern-matching logic in which
key issues of the business networks are aggregated to similar network types. The
pattern-matching logic compares different business networks through the product and
service components they offer, the downstream and upstream activities in the value
chain of the focal firm as well as auxiliary service and product providers. Network types
that emerge empirically are compared with those drawn from theory (Yin, 1989).

3.1.2 The main study

The exploratory study was followed by the main study. The main study deepens our
understanding of the network types. In-depth case-studies concentrate on the focal (hub)
firm in each business network, collecting richer and more comprehensive information
on the focal firm. It means that we deliberately use the perspective of the focal firm in
order to understand how this firm visualized, mobilized, and orchestrates other network
actors. In fact, the main study aimed at understanding, which dynamic capabilities
contribute to the network formation and which operational capabilities ensure the
utilization of the network.

Because four types of business networks emerged from the exploratory study, we
decided to carry out four in-depth case studies. We selected these four cases based on
their considerable experience in the business network formation and utilization. General
information on focal firms was collected from various documental sources (e.g.
company literature, websites, press, etc.). Additionally, multiple semi-structured
interviews were conducted with key executives in marketing, sales and after-sales
departments. Altogether, 27 executives were interviewed (i.e. between 4 and 9 in each
case study). The first part of each interview concentrated on the historical development
of the focal firm and the business network, since it is important to understand the
origins and not just where they are at present or aim to be in the future. The
development of the focal firm in the business network was specified according to
dynamic and operational capabilities. In the interviews, the authors searched for
capabilities necessary to form and utilize the business network. Follow-up questions
similar to the "narrative"” approach (Yin, 1989) were used to explore key issues in the
dynamic and operational capabilities. At the end of the interviews, the participants were
asked for additional comments.

Interview transcripts, in combination with secondary data such as internal documents on
partner relationships, were used to develop chronological case histories on business
network formation. We began by drawing up a list of capabilities, in chronological
order, pertaining to the development of business networks, which we then used as the
basis for structuring the case histories. Tables were developed for each case, listing
dynamic and operational capabilities, and tracking their impact on the business network
formation and utilization (Miles & Huberman, 1994).



3.2 Ensuring trustworthiness of the research process

Because identifying network types and capabilities for forming and utilizing business
networks is far from easy (Henneberg et al., 2010; Mdller et al., 2005), we ensure
reliability and validity through following procedures: 1) triangulation of the data
(interviews, annual reports and company documentation) and methods (exploratory and
in-depth case studies) to ensure internal validation; 2) differences in attributes such as
size of the company, value in the chain position and type of capital goods to enhance
external validity; 3) letting participants review their research reports and documents to
ensure internal validity and reliability. The reviews often led participants to provide
more detailed information and finally, 4) the reliability and validity of the data analysis
was assured by the use of manual and computer-aided content analyses of the data
collected (Yin, 1989).

4 Results — Types of business networks for moving from products to solutions

The presentation of our research findings is organized on the base of the type of
business networks emerging from the empirical findings. The findings yield four types
of business networks, which can be named: (A) vertical after-sales service network, (B)
horizontal outsourcing service network, (C) vertical life-cycle solution network, and (D)
horizontal solution network. The notions vertical and horizontal describe the network
structure (Moller et al., 2005). Even though we classify the business networks as
horizontal and vertical, very seldom are they purely horizontal or vertical. For example,
horizontal networks can also contain vertically positioned suppliers; vertical networks
can include value activities of competitors or auxiliary actors. We use the vertical -
horizontal terminology to indicate the dominant orientation in the network. The
concepts such as after-sales service, outsourcing service, life-cycle solutions and
solutions capture the dominant type of solutions offered by the network. All four types
of business networks represent not organically evolved networks, They rather provide
empirical evidences for intentionally developed business networks (Mdller et al., 2005).

In the next four sections, we discuss each network type. The discussion covers the
characteristics of the business network (derived from the exploratory study) and the
dynamic and operational capabilities for forming and utilizing the business network
(derived from the main study). Space consideration permits to illustrate the capabilities
for each business networks in all details. We rather focus on the main issues.

4.1 Type A - Vertical after-sales service network

4.1.1 Network characteristics

Figure 1 illustrates the vertical after-sales service network. The term vertical suggests
that the actors cover upstream and downstream activities in one specific value chain.
The term after-sales service means that value activities concentrate on the product
usage. Typical illustrations could be the value chain of packaging machines or mold
making machines where companies such as Bosch Packaging or GF AgieCharmilles
offer highly sophisticated products and services supporting the product usage.

The network includes the original equipment manufacturing company (OEM), logistic
service providers, and upstream suppliers of spare parts. The OEM emerges as the focal
firm of the network. The vertical after-sales service network consists of one layer,
which covers clearly all specified value activities. This network is a relatively stable
business system. The actors producing and delivering after-sales services are usually
known and carry out pre-defined value activities. The value proposition of the whole
network concentrates on the after-sales phase and/or usage of the product. The value



activities performed by each actor enhance the usage of the product. OEMs offer
services including spare parts delivery, repair, inspection, and maintenance services. By
storing and transporting spare parts, logistic service providers support the OEMs and
suppliers in the spare parts delivery processes. In case of small and medium-sized
OEMs, the value network may also include distributors and external service partners.
Small and medium-sized companies do not reach the critical mass to establish sale
subsidiaries in various markets. Instead, they favor external service partners as
distributors specializing on selling, installing and maintaining the products.

See Figure 1

4.1.2. Capabilities

Managing a service organization, and in particular enhancing technical competences
and service-oriented mind-sets, are illustrations of operational capabilities through
which OEMs utilize the vertical after-sales service network. The dynamic capabilities of
sensing, seizing, and reconfiguring allow OEMs to deliberately form a vertical after-
sales service network. Sensing opportunities are related to the exploitation of the
financial potential of product usage, and seizing the exploitation of financial potential in
specific service strategies and offerings. Financial potential refers to the attractive
margins offered by services as well as to services that are an additional revenue stream
(Cohen et al., 2006). In order to exploit these financial potentials, the OEM develops
service strategies around basic services such as spare parts delivery, repair, or
maintenance services. The benefits of these strategies do not come for free. Instead,
they require the development of complementarities with the competences of other
actors, such as logistic providers, spare part suppliers, and the reconfiguration of the
internal capabilities. The reconfiguration of internal capabilities is necessary in order to
manage a service organization in combination with a manufacturing organization (Oliva
& Kallenberg, 2003). Within the service organization, OEMs develop service delivery
capabilities through enhancing technical competencies and establishing service-oriented
mind-sets.

Competence complementarities with other actors such as logistic providers and spare
part suppliers lead to further operational and dynamic capabilities. Operational
capabilities include demand-and-supply forecasting for service interventions between
customers and the OEM as well as planning and coordination of spare parts supply
between suppliers, the OEM and logistic providers. Demand-and-supply forecasting for
service interventions extends the range of existing customer relationship management
activities.

Developing such operational capabilities at the network level requires dynamic
capabilities, which aim at visioning, mobilizing, and orchestrating the value creation
activities of the suppliers, logistic providers, and customers. In the case of suppliers,
this would entail motivating them to rely on the OEM for coordinating and taking
responsibility of the spare parts business, instead of selling and distributing the spare
parts to customers themselves. Furthermore, the OEM encourages logistic providers to
store spare parts close to the customers and to continuously improve their service levels.
The OEM motivates customers to create a collaborative learning relationship, where the
OEM’s service staff acquires knowledge as they interact with customers’ maintenance
departments. Service staff learns about customers’ operational needs and gains intimate
knowledge on how to link the service delivery processes (spare parts, repair,
inspections, and maintenance) with customer’s operational processes.



4.2 Type B - horizontal outsourcing service network

4.2.1 Network characteristics

Figure 2 illustrates the horizontal outsourcing service network. The notion horizontal
suggests that the actors cover different value chains. An outsourcing specialist
represents the focal firm of the horizontal outsourcing service network. These firms
focus on outsourcing services for various types of original equipments. Outsourcing
specialists break into the dyadic relationship between OEMs and customers. They
specialize on taking-over the responsibility of customer’s operational and maintenance
services. Typical illustrations could be the value chains of automation, infrastructure or
paper processing equipment, in which specialized service providers such as Bilfinger
Berger, Voith Industrial Services AG, or Wisag industrial services take over the
responsibilities for all services supporting the product usage. As illustrated in Figure 2,
these outsourcing specialists are directly engaged in upstream activities in relation with
OEMs - the component suppliers. The value proposition of the whole networks aims at
operating the customer’s maintenance and operational processes in a more cost-efficient
way than the customers themselves (Gebauer et al., 2010).

Contrary to type A, the horizontal outsourcing service network consists of two layers. In
the first layer, the outsourcing specialist mobilizes various actors to form a stable
platform of value activities and competencies. In the second layer, the outsourcing
specialist selects the necessary actors from the platform to address the customer’s
needs. The outsourcing specialist provides the outsourcing services and orchestrates the
value activities of the selected actors. Whereas the first layer is a relatively stable
system, which serves as a prerequisite for providing services, the second layer can be
reconfigured dynamically according to the outsourcing needs of customers.

In this type of network, customers favor a reciprocal dependency with an outsourcing
specialist when the outsourced operational and maintenance processes are not core
processes (Windahl & Lakemond, 2010). OEMs are restricted to only offering basic
services such as spare parts deliveries, warranty services and knowledge-intensive
services such as solving complex product failures. All other activities such as
inspection, repair, maintenance. modernization, and process optimization are outsourced
to the outsourcing specialist. Accordingly, outsourcing specialists increase the
operational efficiency of the installed base.

Similarly to type A, logistic providers support the outsourcing specialist in storing and
handling spare parts. OEMs and suppliers positioned upstream in the value chain ensure
the spare parts deliveries and take part in the return and repair activities. Outsourcing
specialists also mobilize 1T-service providers to offer platforms for remote monitoring
services. Such remote services enable the outsourcing specialist to monitor the usage
and the actual conditions of the installed products.

See Figure 2

4.2.2 Capabilities

The formation of the horizontal outsourcing service network is an alternative to the
vertical after-sales service network. The focal firms in both networks (OEMs and
outsourcing specialists) compete for accessing and exploiting service opportunities
throughout the product usage. However, in type B, sensing opportunities is focused on



exploiting the customer’s needs to outsource their operational processes, instead of
exploiting the financial potential of services.

Seizing the sensed outsourcing needs is not limited to one specific type of equipment,
but captures the whole breadth of operational and maintenance processes, which are not
core processes for the customers. For that reason, seizing outsourcing opportunities
should acknowledge the client and other OEMSs as potential competitors (Mathieu,
2001). According to the proposed value proposition, seizing specifically considers
higher cost-efficiencies than costs achieved by customers or OEMs. Outsourcing
specialists logically benefit from larger economies of scale (Auguste et al., 2006),
because they offer outsourcing services covering both different equipment brands and
the product range within a brand, whereas the OEMs maintain only their own product
brands. Thus, outsourcing specialists may gain a significant learning advantage by
specializing on one specific service (e.g. outsourcing services of complex technical
equipment). Moreover, by relying only on one outsourcing partner for a range of
equipments, the customer’s coordinating costs are significantly lower than by relying on
different OEMs specializing on their own equipments.

Reconfiguring existing operational capabilities precedes the process of seizing the
previously sensed outsourcing needs. The reconfiguration process depends on the
specific origin of the outsourcing specialists. Outsourcing specialists can either
originate from OEMs that broaden their service offerings beyond their own product
category (Raddats & Easingwood, 2010) or from customers setting-up their
maintenance departments as a strategic business unit. Voith Industrial Services
represents the case of an OEM broadening its service offerings beyond its original
product categories, i.e., machines for the paper-making process (provided by Voith
Paper) or turbines and generators for power stations (Voith Hydro). As an outsourcing
specialist, Voith Industrial Services seized cost advantage by achieving higher
economies of scale (e.g., Voith acquired ten technical service specialists between 2000
and 2009).

An illustration of an outsourcing specialist that transitioned from having solely internal
maintenance competences to providing services to external customers is Lufthansa
Technik. Lufthansa Technik has moved from being an internal maintenance provider for
the flight operator Lufthansa to being one of the leading independent providers of
maintenance, repair, overhaul, and modification services in the civil aviation industry.
Lufthansa Technik gains competitive advantage by developing a collaborative learning
relationship with flight operators, airplane, and air engine manufacturers, since it has an
intimate knowledge of operational and business needs of each of these network actors.

To utilize the business network, outsourcing specialists build operational competences
such as technical skills for the service provision, behavioral skills for performing
frontline roles necessary to be a performance enabler, and customer-focused attitudes to
understanding the customer’s outsourcing needs. All these skills are part of managing a
pure service organization offering outsourcing services.

As mentioned above, offering outsourcing services for multiple equipment categories
entails competition among OEMs moving into services. Therefore, convincing other
OEMs (demobilizing of OEMs) to concentrate on basic services for the installed base
and knowledge-intensive services represent central issues among the dynamic
capabilities. Through intensive partnering, outsourcing specialists convince OEMs to



focus only on the provision of spare parts, warranty services and knowledge-intensive
services to solve very complex product failures. Logistic services ensure spare part
deliveries to the customer. Furthermore, outsourcing specialists motivate IT-service
providers to monitor the usage conditions of the equipment. Through such information,
outsourcing specialists can optimize the capacity utilization of their service staff.
Furthermore, outsourcing specialists offer performance guarantees such as pay-for-
performance achieved in the outsourcing process. In order to make such payments for
the actual performance, outsourcing specialists collaborate with bank and insurance
companies.

4.3 Type C - Vertical life-cycle solution network

4.3.1 Network characteristics

Figure 3 depicts the business network for vertical life-cycle solutions. Again, the
vertical concept suggests that activities concentrate on one specific value chain. In
contrast to type A, type C is not restricted to the phase of product usage as network
activities cover the whole equipment lifecycle - starting from the development, design,
and construction phases and ending with the product usage. As in type A, the OEM is
the focal firm of the network. A typical illustration of this type would be Alfa Laval,
which designs, manufactures, and maintains water-recycling systems. OEMs such as
Alfa Laval offer services supporting the whole lifecycle of water-recycling systems as
well as the integration of products and services into customer-specific solutions.

Interestingly, this network was observed to differ in their layer structure across the
product life-cycle. In the design phase, the network consists of two layers. Similar to
type B, in the first layer, the OEM mobilizes engineering specialists to form a stable
platform of value activities and competencies. In the second layer, the OEM selects the
necessary engineering specialists from the platform to address the customer’s individual
design and constructing needs. In the after-sales phase, the network is similar to type A.
It consists only of one layer covering all specified value activities.

Similarly to type A and B, logistic providers support the spare parts delivery processes
and IT-service providers offer remote services to monitor the condition and usage of the
installed base. Further auxiliary service providers include engineering specialists that
can offer firsthand technical knowledge.

See Figure 3

4.3.2 Capabilities

The formation of the vertical life-cycle solution network is triggered by dynamic
capabilities such as sensing the opportunities of exploiting customer’s technical and
business needs along the whole product lifecycle and seizing the exploitation of the
whole product lifecycle in terms of service strategy and offering. Seizing refers to
achieving a value proposition for an outstanding performance along the whole product
lifecycle. This value proposition ranges from designing customer processes around the
equipments to the service support for using the equipment. Similarly to the case of
vertical after-sales service network, reconfiguration of capabilities aims at
supplementing manufacturing with service capabilities. Such sensing, seizing, and
reconfiguring are managed by OEMs. OEMs apply these dynamic capabilities by
visioning and mobilizing engineering specialists to form a stable platform. They also
orchestrate these engineering specialists in taking an active role in creating lifecycle
solutions and in participating in solving customer’s process design and construction



needs. Thus, OEMs start to orchestrate engineering specialists and suppliers in the
provision of lifecycle solutions.

The operational capabilities necessary to utilize the vertical lifecycle solution network
are similar to the vertical after-sales service networks. They also include technical
competences for the service provision. Additionally, OEMs set-up behavioral
competences for performing frontline roles, like acting as trusted advisers for lifecycle
solutions and developing customer-focused attitudes for understanding the customer’s
operational needs, business needs, and technical design requirements along the product
lifecycle. Similar to type A, these capabilities are part of managing a service
organization for all services along the product lifecycle.

4.4 Type D - Horizontal solution network

4.4.1 Network characteristics

Figure 4 depicts the last business network type (D), named horizontal solution network.
Similar to type B, the horizontal concept suggests that activities concentrate on multiple
value chains. In contrast to type A and B and similarly to C, the horizontal solutions in
this type already start in the development phase. Similar to type A and C, OEMs
represent the focal firms of the network. A typical illustration would be Alstom
transportation.  Alstom transportation covers the design, manufacturing, and
maintenance of transportation equipment, specifically trains. In addition, Alstom’s
solutions capture services for competitors’ rolling stock (locomotives, railroad cars,
coaches and wagons) and signaling track infrastructure.

The horizontal solution network includes a broad set of auxiliary service and product
providers, which contribute to the solution with specific knowledge. Together with
suppliers in the various value chains, auxiliary service and product providers as well as
the actual OEMs form a new value system. The network structure here is not purely
horizontal as it also consists of considerable vertical elements. Vertical elements can,
for example, include strategic partnerships and alliances with experts with local market
knowledge. Alstom, for example, formed a strategic partnership with Transmashholding
(TMH), the main rail rolling stock manufacturer in Russia. TMH holds superior
technological expertise regarding the specific needs of Russian railways. Both
companies are engaged in developing a new generation of rolling stock (electric
locomotives and double-decker passenger cars, especially for the medium distances)
specifically tailored to the Russian market’s needs.

Interestingly, the horizontal solution network consists of two layers. In the first layer,
the focal firm mobilizes various actors to form a stable platform of competencies
contributing to a solution. In the second layer, the focal firm selects and orchestrates the
necessary actors from the platform to comprehensively address the customer’s business
and operational needs. Whereas the first layer is a relatively stable system, which serves
as a prerequisite for providing solutions, the second layer can be reconfigured
dynamically according to the customer needs.

See Figure 4

4.4.2 Capabilities

Sensing and exploring new value creation opportunities across the whole value network
triggers the formation of the horizontal solution network. Once companies have sensed
these opportunities, they start to seize them in value creating strategies and to



reconfigure their capability base towards multi-dimensional value networks. The
reconfiguration is accomplished by visioning and mobilizing actors’ contributions to the
value creation strategies (e.g., auxiliary service providers, suppliers, engineering
specialists, and customers). Once the network actors are mobilized, the focal firm
orchestrates their value contribution. To do so, focal firms should possess the relational
capabilities necessary to form solid strategic partnerships with external actors.

Operational capabilities cover technical competencies, behavioral competencies, as well
as customer-focused attitudes such as in type B and C. Moreover, the focal firm
develops attitudes and skills for performing frontline roles necessary to act as a trusted
adviser for providing high-value customer solutions.

5 Conclusion

5.1 Theoretical implications

This paper addresses the classification of business networks in the specific field of firms
moving from products to solutions. The contribution of our findings to the literature on
the topic is twofold.

Firstly, by addressing the provision of solutions at the business network level, instead of
focusing on single firm efforts like previous research our findings make a valuable
contribution to the literature. By combining the network structure (that is the presence
of vertical and/or horizontal relations among actors), and the type of products and
services components integrated in customer-specific solutions, we classify four basic
types of business networks. The business networks are labeled: “vertical after-sales
service network”, “horizontal outsourcing service network™, “vertical life-cycle solution
network”, and “horizontal solution network”. Existing research pays little attention to
intentionally developed business networks (Mdller et al., 2005; Ritter, Wilkinson &
Johnston, 2004). In addition, the empirical evidence of business networks in the context
of moving from products to solutions overcomes the existing focus on ... organically
evolved networks, basically examining their structure and, to a lesser extent, their
development processes” (Moller et al., 2005, p. 1274). However, all four types of
business networks evolve deliberately and provide empirical evidences for intentionally
developed business networks.

We contend that this classification captures the complexity and variety of emerging
business networks when it comes to the movement from products to solutions in a more
comprehensive way than previous contributions. The characteristics of operational and
dynamic capabilities necessary to form and utilize each type of network are summarized
in Table 2.

See Table 2

Secondly, our findings about the types of network and capabilities contribute to the
discussion of the transition from products to solutions. The four business network types
seem to achieve different degrees of maturity in the movement towards solutions. The
vertical after-sales service network and horizontal outsourcing service network are less
advanced than the vertical lifecycle solution and the horizontal solution network. The
former in fact, are close to the traditional supply chain perspective on after-sales and
outsourcing services (Cohen et al., 2006; Johnson & Mena, 2008). Vertical lifecycle
solution and horizontal solution networks cover all the complexities of the solution
offering. This, in turn, means that the network would need new and different partners



and new ways of working together (Ford et al., 1998). Moving from products to
solutions would start with a vertical after-sales service network or horizontal
outsourcing service network. Both networks are in strong competition for the financial
opportunities of the product usage phase. Whether the vertical after-sales service
network or the horizontal outsourcing service network succeed depends on the presence
of dynamic capabilities for forming both business networks as well as operational
capabilities for utilizing them.

Once companies have succeeded in forming and utilizing a vertical after-sales service
network, they can continue to move towards solutions by deliberately forming a vertical
life-cycle solution network. The formation of the vertical lifecycle solution network
requires an extension of the initial dynamic capabilities, whereas the move benefits
significantly from the strong similarities in operational capabilities. Similarly, once
outsourcing specialists succeed in forming and utilizing a horizontal after-sales service
network, a further evolution of their dynamic capabilities would enable them to move
towards horizontal solution networks.

However, our findings do not suggest a strict path dependency between companies
succeeding with the vertical after-sales service network and the vertical life-cycle
solution or between outsourcing specialists succeeding with a horizontal outsourcing
service network and a horizontal solution network. Interestingly, after having adopted
vertical life-cycle solutions, companies can still continue towards becoming a horizontal
solution network, whereas outsourcing specialists succeeding with a horizontal
outsourcing service network do not move towards a vertical life-cycle solution network.

As suggested above, our findings contribute to business network theory. Dynamic
capabilities determine the formation of a specific business network and enable
companies to move from one business network to another. The identified role of
dynamic capabilities (sensing, seizing, and reconfiguring) substantiates recent research
on sense-making in business networks (Mdller, 2010). Sensing business opportunities
and threats and visioning value contribution of network actors to the exploitation of
business opportunities and threats are related to Moller’s (2010) notion on exploring
future businesses. Seizing the sensed opportunities and mobilizing other network actors
relate to focusing and selecting future business opportunities. Seizing is also closely
related to constructing and communicating a business network agenda (Mdller, 2010).
Future research can, therefore, benefit from integrating dynamic capabilities into
existing sense-making frameworks for network actors.

5.2 Managerial implications

According to our findings, managers seeking to move from products to solutions can
adopt different business network approaches. The four types presented in this paper
offer viable alternatives for managers attempting to navigate this movement. In
addition, managers should understand that all four approaches have the potential to
replace traditional vertically integrated supplier-customer relationships.

The study suggests that a vertical after-sales service network is rather common in the
early stages of the move from products to solutions. Managers trying to form and utilize
such a network should be aware of the competition with the horizontal outsourcing
service networks. Managers should also understand the interdependencies between the
adopted approach and the necessary capabilities. In this regard, managers can easily



form business networks if they are able to build dynamic capabilities. Managers should
understand that dynamic capabilities such as sensing and seizing business opportunities
and threats in combination with network visioning and mobilizing skills are the key to
new value creation in business networks. When they decide to utilize the business
network, managers should also concentrate on optimizing operational capabilities.

Further managerial implications can be drawn by analyzing the evolution of the four
business networks types: starting with vertical after-sales service network, firms move
towards vertical life-cycle solution network, and then to horizontal solutions. Similarly,
managers utilizing a horizontal outsourcing service network have the potential to move
towards a horizontal solutions network.

5.3 Limitations

Despite its substantial managerial and theoretical implications, this study has its
limitations. General inferences on our four business network types cannot be made. We
chose case studies due to their appropriateness, rather than their representativeness
(Miles and Huberman, 1994), in order to empirically derive potential types of business
networks for the movement from products to solutions. The idea was to explore types of
business networks and to develop an understanding of capabilities for business network
formation and utilization rather than testing them. Thus, the extent to which our results
can be generalized remains unclear.

An additional limitation of our study is that it focuses on the focal firms (selected via
our exploratory and main study) and their perspective of business network formation. It
is possible that a wider study, based on different types of actors (for instance focusing
deliberately on suppliers or auxiliary service providers) in the business network could
generate further insights into the interdependencies that exist between the type of
business networks and capability development. It would be valuable for future research
to focus on additional empirical investigations, covering larger samples and a more
diverse set of companies. Such studies could contribute further to the building and
testing of theories pertaining to networks supporting the move from products to
solutions.
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Research Industry and products Characteristics of the companies participating
process in the exploratory and main studies
Exploratory 1. Compressors e Countries: France, Germany, Italy,
research 2. Civil and military aircraft Switzerland, and United Kingdom
engines e Company size: Between 800 and 83’000
3. Die casting machines employees
4. Food processing equipment o  Complexity of the capital goods: Medium
5. Graining machines and to high
equipment e Position in the value chain: Companies
6. Milling machines and are positioned as Original Equipment
components . Manufacturers (OEMs), suppliers,
7. Mold-making equipment industrial service specialists
8. Packaging machines e Unit of analysis: Strategic business units
9. Power generation equipment and companies with multiple business
10. Production systems for the units, and companies function as a single
semiconductor industry business unit
11. Manufacturer of printing
equipment
12. Transportation equipment
13. Telecommunication
equipment
14. Waste-water treatment
equipment
15. Weaving machines
16. Maintenance specialists
17. Outsourcing specialists
Description of the business network Companies embedded in the business network
Main study (1) Business network e Focal firm (OEM) and its associated

manufacturing for mold-
making machines and
providing after-sales service
ensuring the functionality of
mold-making machines

(2) Business network offer

solutions for waste-water
treatment systems

(3) Business network for

providing solutions on
transportation equipment

(4) Business network for

providing outsourcing
services

customers, logistic providers, and
suppliers

Focal firm (OEM) and its associated
customers, logistic providers, engineering
specialists, and suppliers

Focal firm (OEM) and it associated
customers, logistic providers, engineering
specialists, and suppliers

Focal firm (outsourcing specialists) and its
associated customers, logistic providers,
OEMs, and suppliers

Table 1: Characteristics of the case-study companies.
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Type A: Vertical after-sales service
network

Type B: Horizontal outsourcing
network

Type C: Vertical life-cycle solutions

twork

Type D: Horizontal solution network

Dynamic capabilities

Operational
capabilities

Sensing opportunities on exploiting the
financial potential in the after-market
Seizing the exploitation of financial
potential in specific service strategies
and offering for the after-market
Reconfiguration of capabilities aims at
the supplementation of manufacturing
with service capabilities

Orchestrating logistic providers and
suppliers in the spare part deliveries

Running and managing a service
organization in combination with a
manufacturing organization
Technical competencies as the major
sources of service delivery capability
Demand-and-supply forecasting of
service interventions

Planning and coordination of spare
parts supply and

Service and spare parts provision
management

Customer relationship management

Sensing opportunities on exploiting
customer’s needs to outsource their
operational processes

Seizing the outsourcing needs into
strategies to leverage service
competencies on intermediate services
across different value chains and types
of equipment

Continuously advancing the service
competencies

(De)mobilizing OEMs to concentrate on
basic services for the installed base and
knowledge-intensive services
Orchestrating logistic providers and
suppliers in the spare part deliveries

Technical competencies for the service
provision

Behavioral competencies for
performing frontline role on being a
performance enabler
Customer-focused attitudes to
understanding the customer’s
operational needs

Running and managing a pure service
organization

Demand-and-supply forecasting of
service interventions

Monitoring condition and usage of
equipment to optimize the capacity
utilization of the service organization
Deep partnering the OEMs and
suppliers

Partnership with auxiliary service
providers (logistic and IT-specialists)
Customer relationship management

ne

Sensing opportunities on exploiting
customer’s technical and business needs
around whole product life-cycle
Seizing exploitation of the whole
product life-cycle in service strategy
and offering

Reconfiguration of capabilities aims at
the supplementation of manufacturing
with service capabilities

Visioning customers to take an active
role in creating life-cycle solutions
Visioning and mobilizing engineering
specialists and research institutes in
participating in life-cycle solutions
Orchestrating customers, auxiliary
service providers, and suppliers in the
provision of life-cycle solutions

Technical competencies for the service
provision

Behavioral competencies for
performing frontline roles on being a
trusted adviser for life-cycle solutions
Customer-focused attitudes to
understanding the customer’s
operational and business needs along
the product life-cycle

Running and managing a service
organization in combination with a
manufacturing organization
Demand-and-supply forecasting of
service interventions

Monitoring condition and usage of
equipment to optimize the capacity
utilization of the service organization

Sensing and exploring new value
creation opportunities across the whole
value network

Seizing these opportunities in value
creation strategies

Reconfiguring the capability base from
managing multiple value chains into
multi-dimensional value networks
Visioning and mobilizing actors to
contribute to the value creation
strategies (e.g. auxiliary service
providers, suppliers, engineering
specialists, and customers)
Orchestrating the mobilized value
network actors

Technical competencies for the service
provision

Behavioral competencies for
performing frontline roles on being a
trusted adviser and a leader of a
collaborative solution performance for
high-value customer solution

Running and managing a solution
network based on core competencies
and competencies complementarities
Demand-and-supply forecasting for
solution provision

Monitoring condition and usage of
equipment to optimize the capacity
utilization of the service organization
Cross-firm information management
systems

Intensive strategic partnering capability

Table 2: Comparison of dynamic and operational capabilities for forming and utilizing the business networks.
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(Global industrial systems, changing landscapes and trajectories)
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Abstract

People are the most important asset in any industrial system. The paper studies six states in
India which are moving fastest towards industrialization and growth. The paper covers
Automobile, Construction and Social sectors in India.

The model is called “Charkha” - the manual equipment used by Mahatma Gandhi to prepare
thread for clothes. The “charkha” has the bigger wheel which represents Planning and
systems while the smaller wheel represents operations. The thread which connects and drives
the two wheels together depicts people while the thread which comes out is the products.

The paper studies entry strategy in line with the requirement of skills required to be
employable .The comparison studies competitive advantage using five forces model of
Michael Porter and how adaptation to Indian local requirements is possible using learning’s
from Mahatma Gandhi. It proposes a specific people based strategy over a decade for
Automobile, Construction and Social sectors in India.

Key Words

Entry Strategy, India, Porter’s Five Forces, Gujarat Attractiveness, Rajasthan, Gandhi,
Charkha.
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Introduction

India is one of the fastest growing markets in the World. With a population of 1.2
bnfavorabledemographics and socio-economic distribution, one cannot ignore the huge
potential for growth and expansion despite its slowness in reforms and implementation.
Analysts have argued that India is also insulated from the global economy to such an extent
that the growth engine will continue to move on albeit at a slower rate than one would expect
under favorable global economic conditions. Rating agencies keep revising growth rates,
which range anywhere between a pessimistic 5% and an optimistic 8%.With the European
economy struggling to stay afloat,India remains a lucrative destination for global players to
invest in, apart from China, Brazil and Russia.A FDI inflow for the past 10 years tells the
story, as does the GDP and per capita growth trends. While GDP growth has been positive
and close to 9% in recent years despite slowdowns, Per capita income has breached the half-
lakh mark, and is now pegged ta Rs. 53,331 per annum in 2011~12, a 15.6% increase over
the previous year. However, one should not forget the fact that India is a ‘developing’
country, and has its own pros and cons, which should be explored in depth.

FDI: Financial Year-wise equity Inflows
(between April 2000 to February 2011)
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People power

India has a distinct comparative factor advantage as a vast reservoir of skilled manpower. The
demographic differentials reveal that over the next 20-30 years, India has distinct advantages
in a population profile concentrated in the younger age group, where many new opportunities
can be fully optimized.

An important trend running concurrent with globalization is changing demographics and the
effects of these changes on the global skilled workforce. In overall terms, the workforces in
the Western countries have been aging along with the populations in general, the workforces
in the most economically developed parts of Europe are aging and shrinking, and the
workforces in most of Asia (Japan and South Korea excepted), the Middle East, and South
America are growing and getting younger.

In India, from 2001 to 2026, population is projected to increase from 1.029 billion to 1.400
billion. The proportion of population in the working-age bracket of 15-59 years will increase

2|Page



from 57.7% in 2001 to 64.3% in 2026. India's present population is young, 54% of the
population is aged 24 years and less as per Census 2001. The 15-24 age-group accounted for
19% of the population in 2001,195 million people. While the share will drop to 16% in 2026,
in absolute terms, the number of people in the 15-24 age-group will increase to 240 million in
2011 and then decline a bit to 224 million in 2026.There is yet another way of looking at this.
Between 2001 and 2026, the total population will increase by 371 million and 83% of the
increase will occur in the age-group of 15-59 years.

However regular fixed employment has kept up with the growth of employable work force,
as contract labor has become a key ingredient on factory employment and the nature of this
employment is only temporary.

—a—— Papuatan

GROWTHOWITH BASE 195061951 &% 1003

This paper attempts to analyzethe “People” angle for 3 major sectors — Automobile,
Construction and Social Sectors. The engagement levels as of 2011-12, along with Sector
wise projections for the next decade has been considered, also forecasting the availability of
workforce in terms of numbers and Quality .Probable reforms in labor and employment,
education and technology have also been factored in while arriving at the entry strategy for
India. The paper goes to the extent of suggesting the most suitable region within India to set
up shop, for each sector, analyzing various factors including demand-supply equation of
resources, influence of political volatility and regional characteristics among other factors,
using the Porter’s model of 5-forces.

Automobile Sector

The Automobile Sector is one of the major industrial sectors in India. Since liberalization it
has witnessed tremendous growth and is aptly described as the as the Sunrise sector of the
Indian Economy. It contributes to about 5% of the GDP and 17-18 % of indirect taxes to the
government. It has been growing at 14% CAGR over the last 6-7 years and is expected to
grow at the rate of 10% in future. The current size of the industry is 20 million and is
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expected to reach 30 million by 2016-17. At present 100% FDI is permissible in the
Automotive sector under automatic route.
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Total Production

The segments comprises of the following broad categories of vehicle — two wheel, three
wheeler, passenger vehicles and commercial vehicles. Two wheelers, being the most popular
means of personal transport, alone contributes for 75% of the total automobile production,
while passenger vehicle contributes to 16% of the production. However, owing to lower sales
realization, two wheeler accounts for only 32 % of the sales while passenger vehicle accounts
for around 62 % of the same.

Geographical Distribution

In India, the auto industry growth has mainly has happened in clusters of related companies
which are linked by commonalities. The major clusters are in the four major regions
likeSouthern Region : Chennai — Bangalore —Hosur, Western Region : Mumbai
— Pune — Nasik — Aurangabad, Northern Region : Delhi — Gurgaon — Faridabad ,Eastern
Region

: Kolkata — Jamshedpur, but the development in this region has been to a
lesser extent than in othersThe major players in the Automotive Segment in India are
Companies Segments
Ashok Leyland LCVs, M&HCVs, buses
Asian Motor Works M & HCVs

Bajaj Auto

Two and three wheelers

BMW India

Cars and MUVs

Daimler Chrysler, Fiat India, Volkswagen

Cars

Eicher Motors

LCVs, M & HCVs

Force Motors

MUVs and LCVs

Ford, General Motors, Hyundai

Cars and MUVs

Hero motor corp,Kinetic Motor, Suzuki Motor|

India Two wheelers
Hindustan Motors Cars, MUVs and LCVs
Honda Two wheelers, cars and MUVs

Mahindra & Mahindra

Three wheelers, cars, MUVs, LCVs

Maruti Suzuki

Cars, MUVs, MPVs
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Piaggio Three wheelers, LCVs

Royal Enfield Motors Two wheelers

Skoda Auto India Cars

Suzuki Motorcycles, Yamaha Motor India,

TVS Motor Co. Two wheelers

Swaraj Mazda Ltd LCVs, M & HCVSs, buses
Tata Motors Cars MUVs, LCVs, M&HCVs, buses
Toyota Kirloskar Cars, MUVs

Volvo India M & HCVs, buses

The automotive value chain comprises of the OEM at the topmost tier of the Automotive
Industry, with a wide network of Tier I, Il, 11 level suppliers supporting the OEM for the end
production. Manufacturing is the most important function in the Automobile segment, owing
to 60-70% of the manpower engaged in this activity at the manufacturer’s end.

The Indian economy has been growing at the rate of 8.2% since the last five years. The
average age of the Indian population is 26 years and working population is 61% of the total
population. An increased level of income and burgeoning middle class , a young aspiring
population , availability of low cost finance , rapid urbanization and emergence of Tier Il and
non-metro cities , Government initiative etc., have been instrumental in driving demand
growth in the Automotive sector.

Labor Characteristics of the Automotive Industry

The Automotive Industry has considerable forward and backward linkages and employs a
significant number of people. The Society of Indian Automobile Manufacturers (SIAM) has
estimated that Indian Automotive Industry provides direct and indirect employment to over
13 million people. Manufacturing being the most important activity employs around 60 —
70% of the total manpower. A distribution of human resource employed at Automotive OEM
and Auto Component supplier at functional level is as follows

Distribution at
: : Distribution at Small Tier I
Distributi t . .
Auto GE;’: Large Tier I suppliers, Tier IL,
suppliers Tier IIT and lower
<W%ﬁnm 55-60% 70-75% 80-85%
Design and Development, 1.8% 5.6% 1.2%
Production Engineering ' - -
Vender Development / 159 2,39 Minimal
Purchase
Projects 1-2% Minimal -
Tool Room 2-3% 2-3% 1-2%%
Industrial Engineering / -y 2 10, fini
Technical Services 3% 3% » !
Sales and Marketing 5-6% 3495 3404,
Service / Spares T-B% 1-7% 1-2%
Support functions (HE -~ 4.50: o
) o Ei  Accounts) 1-8% 4-5% 2-3%
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ITI pass outs account for the maximum portion of the employment followed by graduate
engineers and diploma engineers. Educational level wise and profile wise distribution of
human resource in the automotive sector is shown below

Distribution at Small
Educational Distribution at Awte Distribution at Large Tier I suppliers, Tier

Oualification OEM’s Tier I companies II / Tier ITT and
lower companies

Ph D/ CA/MBA/ .

MTech ctc. 3.4% 1-2% -

Graduate Engineers 15-20%% 8-10% 1-2%a

Diploma Engineers 8-10% 15-20% 4-5%

IT1 and other vocational 50-55% 40-45% 10-12%

Comses

Graduates - Y0, o

(BA/BSc/BCom/others) 7-8% 1-204 3-4%

12th Standard or below 1-2% 18-20%5" T0-75%
Mini

BE., (appointment at this
level based on internal /

external experience)

BE. M Tech, MS

Mainly Diploma
holders, a few BE.

Mainly ITL a few diploma
holders

Charkha frame work

Going by the sheer numbers and the importance in manufacturing, it is the workmen- mainly
ITI or Diploma holders who from the thread linking the growth story of the Indian
automobile industry (The bigger wheel) and the actual manufacturing plants that roll out the
millions of motorized vehicles that carry people and freight across the length and breadth of
the country.
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Porter’s 5 forces analysis

Threat of new entrants

The sector is one where huge capital is required along with designing capability.
Manufacturing capacities of large scale are a must considering that India is still a growing
market and the consumer segment is one that is still evolving. Gone may be the days when
people clamored to own an Ambassador or a Maruti 800, but it is still the low end of the
premium hatch backs, particularly those which offer a low cost of ownership that constitute
the bulk of the passenger car sales. Similarly it is the fuel efficient, easy —on the wallet 2
wheelers that far exceed the niche segment of sports bikes .Going by the trend, it will be quite
some time before the Indian middle class becomes a market for high margin low volume
automobiles. Although FDI is fully allowed, it will be difficult for any new entrant to make a
mark unless they have a very strong financial muscle, to counter the first mover and early
bird advantages that other players enjoy

Supplier Power

The suppliers of the mainstream manpower for automobile sector are the various ‘ITI’s that
churn out close to 1.3 million trained manpower every year. Southern India is the undisputed
leader, holding one-third of the total seating capacity of India, with Andhra Pradesh alone
contributing 10% capacities. Assuming uniform seat fill factor, one can definitely be assured
of an abundance of ITI trained manpower from the South. The same holds good even for
Engineering or MBA institutes too, as Andhra Pradesh, TamilNadu and Karnataka, account
for 32% of Engineering and 41% of MBA institutes in the country. Although questions
remain on the seat-fill factor and also the quality of institutes outside the top few, going by
simple demand —supply economics, the manpower should be available at a lower cost than in
other parts of India. A comparison of minimum wages indicates that Rajasthan and Andhra
Pradesh fare better than the other states for the employers as the average minimum wages are
lower. Higher wages in Haryana, Maharashtra and Tamilnadu may also indicate a higher
demand in these states. A strong recruitment process can certainly help in identifying good
quality talent, and even for low end skills, as there is a lot of choice to pick from, and hence
the supplier power is low for the lower skilled job profiles, while due to strong rivalry, high
quality talent is always in demand.

No. of ITls & Seating Capacity
160000 900
140000 — 796 800
Z 120000 — 677 [06 700
2 100000 | . 600
S 80000 ~ >00
E 0000 | 148876 33650 \ 400
s 93951 89382 300
& 40000 — —— @ —— — —— 80196 g1 200
20000 [— 33072 100
0 0
\s’b Q,‘:’Q ,bQ 6\5 ' \Ig’ (\’b
& & & S Q>°\'b &
@ Q}Q Q@\ &’b@
“ \S
\ &
?S\
Seating Capacity ==&=No. of ITls




Minimum Wages- Semi Skilled
(Automobile/Manufacturing)
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Threat of Substitutes

In the context of labor for automobile industry, automation is a viable alternative to a large
extent, provided there are enough volumes for economies of scale. The capital expenditure is
generally quite high for automation, but pays a lot of dividends if there is a shortfall of labor.
However owing to the complexity and the no. of components involved assembly operations
are still done manually using skilled labor. Another way substitution can be effective is by
promoting migrant labor, with sufficient incentives. In the early 1990s due to lack of
sufficient opportunities, there was heavy migration of labor from the South of India to North
and Central India, however with now Chennai emerging as the Detroit of India and Pune also
emerging has a strong hub, the earlier trend has started to reverse. It is quite possible that
labor may actually come from states like Rajasthan, Uttar Pradesh and Bihar.

Internal rivalry

The competition is very intense in this sector, and almost every big name is in India. There is
a very strong rivalry in all portions of the value chain. While poaching of top and middle
management is very common, the lower strata have also become quite flexible, with
opportunities available across the country for the right talent.In fact whenever there is a
substantial capacity addition in any of the three major clusters there is a huge exodus of
manpower back to the home state or cluster. The rivalry is pretty strong in the major clusters
of Haryana, Pune and Chennai.

Recommendation for Automobile sector

While availability seems to favor the Southern Cluster, existing rivalry points towards an area
other than the existing 3 clusters. Any state with favorable policies, and other factors such as
growth rate, availability of land, attitude of labor, geographical constraints, proximity to
market, should be an ideal choice. In this regard, we recommend Gujarat, as it fares better
than Rajasthan in terms of the other factors mentioned above.

Construction Sector

This sector contributes around 9% of India’s GDP, and witnessed double digit growth of 15%
in the last 5 year plan (2006-12), and is likely to grow at further despite a temporary
slowdown in demand especially in the real estate .The sector employs 14% of India’s
population , second only to agriculture. The Govt. outlay has been doubled to USD 1 trillion,
in the five year plan for 2012~17, and private spend which is around one-third of the total
expenditure is expected to equal Government spending in the next 5 years
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Sectoral Growth rates across Five year plans
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The construction sector in India is made up of two major constituents —infrastructure and real
estate. While infrastructure deals with transportation, urban infrastructure &utilities, the real
estate segment is made up of residential and commercial buildings. Central and State
Governments play a key role in the infrastructure sector as major projects in roadways,
railways, airports and ports are integral part of the development agenda. Many states attract
investment by showcasing fast growth rates in infrastructure. The real estate sector demand is
driven by favorable demographics, urbanization and migration. Steady rise in disposable
incomes and a burgeoning middle class, combined with easy availability of loans has
contributed to a highly skewed demand —supply scenario driving real estate prices upwards.

Major factors that affect this sector are availability of labor, speed of land acquisition,
procedural lead times, frequent revision of master plans and raw material prices especially
cement and steel. The infrastructure which requires a high level of technical expertise is
dominated by a few major names like L&T ,Gammon, Hindustan Construction Company
(HCC), Jaypee group, GMR Infrastructure group, IVRCL, NagarjunaJaiprakash associates,
Unitech. The real estate construction sector though is much more fragmented particularly in
the housing sector, as there are innumerous agencies which take-up construction of small
house-holds. However players like DLF, Purvankara, Omaxe,Unitech and Raheja do
dominate organized construction of residential and commercial space.

Growth trend

The construction sector has grown at rate of 11.1% from Rs 1084 billion in 2001 to Rs 2263
billion in 2008 . Growth projections range from 12% in Real estate sector to 15% in the
infrastructure segment. Some estimates put the CAGR at 10% over the next decade, which is
in line with the Planning commission’s target of 10~11% for the Twelfth Five Year plan
(2012~17). As the country’s GDP grows at around 8~9%, the infrastructure needs to keep
pace, and hence the Government backed projects in this sector will be key elements in India’s
growth story. There are also shortfalls of the eleventh 5 year plan, which are to be recovered.
For instance, as of December 2011, only 54% of the targeted Road length of 55,455 km was
either completed or under construction. While lime-light projects like the Golden
Quadrilateral and the North-South; East-West corridors have almost been completed, other

! Economic Survey 2008-09 &IMaCS analysis
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projects under the National Highway Development Program are delayed.A master plan for
18,637 kms of express ways has been proposed under a new National Expressway Authority
of India, under the Twelfth Five year plan along with up gradation of 20,000 kms of Single
lane Highways to two-lane Highways. The PradhanMantri Gram SadakYojana (PMGSY)
also aims to improve rural connectivity .Similarly in rail transport too, the Dedicated Freight
Corridor (DFC) is also expected to attract huge construction opportunities, most of the metros
are investing heavily in metro-rail projects, with Delhi leading the way and Mumbai and
Chennai following suit. Metro projects have also become operational or at kick-off stage in
Bengaluru & Hyderabad.

India is the second highest in the World when it comes to Average Annual rate of Change of
Urban population (Figure 1). From 28.1% in 2001 urban population has grown to 31% in
2011.This rapid urbanization will lead to large scale opportunities in real estate development
especially in the cities. There was a shortage of around 25 million houses in the eleventh five
year plan, at 4.8 million houses per year. Supply and absorption of Office space is also bound
to increase, as is Retail Shopping space. The year 2011 saw record completions and
absorption of office space — close to 37 million sq.ft and 13.8 million sq.ft of retail space
across 34 retail malls spread across the top seven cities of Mumbai, Delhi, Bengaluru,
Chennai, Hyderabad, Pune and Kolkata.

Figure 1: Average Annual Rate of Change of the Urban Population (BRIC and CIVETS)
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Labor characteristics of Construction Industry

The Construction sector is the second biggest employer of manpower, after agriculture in
India, offering direct/indirect employment to about 35 million people and isexpected to
employ about 92 million persons by 2022. Thus almost 50 million additional jobs may be
created in Construction in the next 10 years. Roughly 70% work in the infrastructure segment
and the rest 30% in real estate segment.A majority of the employment is unskilled workers or
those with minimal education .

10| Page



Figure 10: Breakup of employment in Building, Construction and Real Estate sector in India —
education wise

Clerical

Engineers2% Technicians

Source: Report of the Working Group on Construction for the 11th Five Year Plan, Planning Commission,
Government af India and IMaCS8 analysis

The 66th round NSSO Survey of Employment shows that the vast majority of new jobs
createdbetween 2004-05 and 2009-10 was in casual employment, mainly in construction

Requirement of Human Resources for Construction (2022)

Engineers 3.72 million man years
Technicians 4.32 million man years
Support Staff’ 3.65 million man years
Skilled Workers 23.35 million man years
Unskilled/ Semi skilled workers 56.96 million man years
Total Manpower 92 million man years

A substantial addition (estimated about 4 millionper annum) is necessary to the workforce in
coming years to sustain the growth rate of construction sector ..A look at the typical profile of
a construction project employment , clearly shows that the unskilled workers constitute bulk
of the workforce . It is necessary that , the industry and government should further strengthen
the mechanism for providing training to this group of people. Some initiatives have been
taken in this regard, e.g. National Skills Development Corporation (NSDC) is facilitating a
Sectorial Skill Council (SSC) for the Construction Sector. An ambitious target of training-
cum-certifying 35 million construction workers by 2022 has been fixed and the process of
formation of the Skill Development Council for the construction sector is already underway.

11| Page



Figure 14: Profile of people employed in the Building, Construction and Real Estfate Secfor
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The Charkha framework

It is clearly evident that people — particularly at the lower end of the value chain — the
unskilled labormostly under contract , with minimal education form the essential thread of the
charka model that keeps the bigger wheel of the Charkha -the ambitious plans of the
Government and the huge demands arising out of rising aspirations and the smaller wheel -
the execution of these projects in a timely manner connected and thereby running the spindle
that produces the flowing thread of good infrastructure and quality housing apart from other
commercial space.

Mainly ITIs (can be own /
contractual employees)

Porter’s 5 forces analysis

Threat of new entrants

There is no major entry barrier in this sector, as there is a wide variety of options available
depending on the ability to raise capital. However for major infrastructure projects which are
awarded by the Govt or for big ticket commercial or residential projects financial muscle
does matter .The size of a player and also its reputation play a huge role in the awarding of
contracts.

The Indian Govt has also opened up the FDI route with a view to catalyzing investment in
townships, housing, built-up infrastructure and construction-development projects as an
instrument to generate economic activity, create new employment opportunities and add to
the available housing stock and built-up infrastructure. The Government decided to allow
FDI up to 100% under the automatic route in townships, housing, built-up infrastructure and
construction-development projects (which would include, but not be restricted to, housing,
commercial premises, hotels, resorts, hospitals, educational institutions, recreational facilities,
city and regional level infrastructure) as early as Mar-2005

Supplier Power

In the context of Construction industry, the supplies come from the population itself
channeled through innumerous contractors, who offer casual labor mostly on daily wages, to
either small contractor’s taking housing jobs, or large construction companies executing big
infrastructure projects.
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It is only logical that resources will be on offer where needy population is available. A
comparison of the six chosen states , on Population vs. Per-Capita-Income shows that
Rajasthan, has the best ratio, which means that there are more people, with less earnings at
present, and hence the state can be an ideal supplier of manpower at the lower end of the
construction value chain

Population Vs Per Capita Income (2011)
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Buyer Power

The buyers of the labor are the Construction companies or the individual house owners who
get their projects executed .Buyers have little control over the minimum wages as they are
controlled by Government. A comparison of minimum wages across the selected states again
points towards Rajasthan, as Rajasthan has the lowest minimum wages for all levels of
skilled jobs — from masonry to Carpentry to brick molding. When the industry is taken as a
whole, buyers do not wield much power, be it the real estate sector or the infrastructure
segment. The demand generally exceeds supply in the long term, and given the speculative
nature of investments and the fact that real estate is one of the few assets considered to be
appreciating, buyers have little bargaining power. The same is true even in the case of
infrastructure, as more and projects are now PPP models where the preferred mode is BOT (
Build Operate and Transfer) or similar models where the private concessionaire is given the
freedom of pricing and recovering its investment or profiteering, with Yamuna express way
coming as the latest example in this model.

Minimum Wages for Semi-skilled jobs related to
construction
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Substitute Services

There is literally no alternative to either the constituents of construction sector, or the low-
cost labor that is involved. With the population growing and the per capita income reaching
newer heights every year there is no foreseeable drastic change in the trend of the growth of
this sector. The same can be said about involvement of technology in construction per se.
Although technological developments are bound to happen in the manufacturing of the raw
materials like cement , structural steel or even brick making , the very process of construction
is unlikely to see a large scale automation, barring small improvements in the process

Internal Rivalry

Owing to a yawning gap between demand and supply in this sector, there is ample cope for
everybody to take part and still not bleed , unlike the automobile or aviation industries.
However for infrastructure related projects there is active competition at least in the top rung
with the top few names participating in the normal tendering route.

Recommendation for Construction sector

In short the resource and talent pool availability will not affect this sector in any significant
manner , as the whole sector thrives on where the demand is. At present , it is urbanization
which is driving the sector, and hence Delhi, Mumbai, Chennai, Bengaluru, Pune,
Hyderabad, Gurgaon, Kolkata and Chandigarh are prime locations where activity is
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happening. When it comes to picking the migrant labor from the six states in consideration,
Rajasthan seems to be the best in terms of availability as well as need for growth. Thus we
recommend Rajasthan as most strategic providing best entry possibility.

Social Sector

Social sector comprises of all those establishments which aim at the betterment of society
through their contributions in the healthcare, education, nutrition, social upliftment, poverty
eradication & sustainable rural employment generation. Though most the spending in social
service sector comprises of government spending, which is almost 7% of the GDP, there is
substantial investment coming in from charitable organizations, NGOs & nonprofit & for
profit organization too in the recent years. The government recently has started pooling in for
profit organizations under PPP model wherein special concessions are offered to these
organizations in terms of viability gap funding or free land, etc. Even private organizations
like Lijjatpapad, Aravind Eye hospital have been there for quite some time & their business
models have had phenomenal success. Another private initiative which has a lot of potential
is microfinance which gives easy finance access to small rural businesses thereby laying the
way for entrepreneurship in these areas. We first study the govt. spending trends on this
sector after which we delve into nitty-gritties of profitable models.

Trends in India’s social-sector expenditures

Government expenditure on social services has consistently shown an upward trend.
Expenditure on social services as a proportion of total expenditure increased from 21.6 per
cent in 2006-7 to 25 per cent in 2011-12 . Expenditure as a proportion of the GDP increased
from 5.57 per cent in 2006-7 to 6.74 per cent in 2011-12. On education as a proportion of
GDP, it increased from 2.72 per cent in 2006-7 to 3.11 per cent in 2011-12 while on health, it
increased from 1.25 per cent in 2006-7 to 1.30 per cent in 2011-12. These programs also help
in the betterment of health and education of the population, besides contributing to more
inclusive development.

Sectorial Growth rate of Social sector across five year plans:
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Major Government initiatives:

The following major flagship programs are operating in rural areas

(1) Mahatma Gandhi National Rural Employment Guarantee Act (MGNREGA)

(2) National Rural Livelihood Mission (NFRLM)

(3) Indira AwasYojana (1AY)

(4) National Rural Drinking Water Program (NRDWP) and Total Sanitation Campaign (TSP)
(5) Integrated Watershed Development Program (IWDP)

(6) PradhanMantriGrameenSadakYojana (PMGSY)

(7) Rural electrification, including separation of agricultural feeders and Rajiv Gandhi
GrameenVidyutikaranYojana (RGGVY).

(8) National Rural Health Mission (NRHM)

(9) SarvaShikshaAbhiyan(SSA)

(10) Integrated Child Development Scheme (ICDS)

(11) Mid Day Meal Scheme (MDMS).

Trends in Social services expenditure by general government *Rs Cr.

2006 | 2007- | 2008- | 2009- | 2010- | 2011-
Items -07 08 09 10 11 12
1.Social Service
a. Education, sports, youth affairs 4.28 | 4.02 4.27 4.15 4.24 4.63
b. Health & family welfare 1.87 | 2.05 2.09 |2.00 1.83 2.15
c. Water supply, housing, etc. 1.72 | 2.02 2.54 | 2.39 2.13 2.10
d. Information & broadcasting 0.25 |0.22 |0.23 |0.20 0.21 0.20
e. Welfare of SC,STs & OBCs 0.34 | 036 |0.41 |0.43 0.57 0.67
f. Labor& employment 0.32 |0.27 |0.28 |[0.22 0.24 0.24
g. Social welfare & nutrition 0.85 |0.82 1.15 | 0.87 0.90 1.02
h. North-Eastern areas 0.00 |0.00 |0.00 |0.02 1.68 1.86
i. Other social services -0.17 | 1.29 1.55 1.67 1.56 0.32
Total 19.47 11.06 12,52 11.94 13.36 13.20
2.Rural development 284 (280 |456 |3.77 3.79 3.68
3.Pradhan Mantri Gram
SadakYojana(PMGSY) 1.08 091 |0.88 |1.11 1.81 1.59

4. Social Services, Rural Dev. & PMGSY 13.38 14.77 17.95 16.82 18.96 18.47

Following graph shows the interstate analysis of states in terms of per capita social sector
expenditure. As is visible there is marked inequality in expenditure, the effects of which are
visible in social indicators like growth rate, literacy rate, infant mortality rate, etc. Even
though the correlation between expenditure & social indicators exists, the govt. distribution
channels are often marred by poor efficiency, private enterprises thus hold the key to increase
efficiency & contribute in a big way.
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Skill Development and Building Capabilities

New govt. plans aim at building retainable rural manpower to which technical skills can be
imparted. This creates barefoot engineers, technicians, farm & dairy technology specialists,
vets who design, execute & maintain rural infrastructure & bring economic & social
independence to these areas. Also, programs like ASHA (Accredited Social Health Activist)
which aim at developing intermediate medical staff are bringing awareness among villages
about health & hygiene & bringing the first line of health care to these desolate areas.

Non-governmental social sector enterprises:

These include charitable trusts, NGOs, CSR initiatives of private sector enterprises as well as
entrepreneurial ventures which seek to build sustainable business models around social
sector. The private sector can aim for financial restructuring by offering different risks &
returns to these societies & can leverage the potential of this huge untapped market. The
following are some of the worldwide followed practices:

1. Loan guarantees: By offering loan guarantees instead of direct funding, the rural
entities can get easy access to funds in absence of collateral as well as at low interest
rates thus paving the way for further business development.

2. Quasi-equity debt: For entities that are registered as nonprofit& thus cannot hold any
equity in the organizations they are supporting, the loan T&C are designed in a way
which gives the management incentives to operate these entities efficiently.

3. Pooling: Third party entities form various competitive risk & return models in which
urban market investors can invest. The models further provide easy funding to micro
lenders.

4. Social impact bonds: These are specifically designed government bonds in which
private investors can invest & returns are paid only when the social mission achieves
success. This helps in private funding of government projects. These are important
because it shifts the program failure risk from tax payers to investors which becomean
incentive for the government to increase efficiency, failure of which would result in
decline of future funding.

Tapping this huge one billion plus market at the bottom of the pyramid requires
conceptualizing cost effective, scalable & replicable models which bring far reaching social
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changes along with returns. The cycle then becomes self-sustaining — increasing development
& returns. Specialized social investors provide capital, networking, marketing and business
expertise to such ventures. Fast company in their March 2010 listed “top 10 by Industry”.
And four of the top 10 most innovative companies in India were standalone social enterprises
or have socially entrepreneurial initiatives.

Few for-profit Social Business Models

Company  Activities Impact Future Plan
VNL Makes telecom equipment that 70 station in Rajasthan Replicating and scaling
helps mobile operators reach it worldwide

rural markets profitably

Narayan Delivering affordable 5000 bed facility completed Health city with 30,000
Hospital healthcare to the masses|in phase 1 bed facility by 2016
India worldwide

A little world Empowering micro business Customer base crosses 3 Touch a billion people
through micro banking million through innovative
technologies

Barefoot solar energy, water, education, 1,000 Barefoot experts in10,00,000 people by the

College health care, rural handicrafts, 1,000 villages, reachesend of 2016
people’s action, 500,000 people with basic
communication, women’s services such as drinking
empowerment and wasteland water, health care, and
development education

Childline Country’s first toll-free tele- 9.6 million calls, 3 million 600 + districts by 2013
helpline for street children in children, 73 cities, 10 years
distress

BASIX India |Sustainable livelihoods to the|/Over a million and a half -

rural poor and women customer

CraftsBridge A  bridge bet customers N/A To tap 6 million village
worldwide and crafts persons, people associated with
designers the handicrafts sector

Arvind Eye Eliminating needless blindness/In last year alone 2.5To replicate it in all
Hospital by taking its services to rural million  patients  were states of India
India treated and over 3 lakh
surgeries were performed

COMAT Empowering rural citizens by Deliver Citizen records and 75,000 by the end of

creating local Government  benefits to 2011
economies and enabling access over 50,000 rural citizens
to information and services every day
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D light High quality solutions for 10 million 50 million by 2015
families living
without reliable electricity

IDE India  Providing long-term solutions|19 million Ending poverty in the
to poverty, hunger and developing world
malnutrition

RangSutra  Sustainable livelihoods for /Approximate 2500 artisans Employ 5000 by 2015
artisans and farmers, by
creating top quality hand-made
products based on the
principles of fair trade

LijjatPapad 'Women Empowerment 4600 women employed Plans to employ 6000
by 2010

Selco  Solar Sustainable energy solutions 95,000 villages covered Bring down the cost of

India and services to under-served solar equipment by 75%
households and businesses. by 2012

Unltd India Angel investor and incubator Each of the projects has, on World where

for social entrepreneurs average, created 1.6 new individuals take action

jobs in the economy to bring about positive

social change

SKS Small loans without collaterals 5.3 Million Customers Take Micro finance to
Microfinance every village

Suminter Internationally certified organic Premium crop price to more Scale this model
India agricultural produce than 7000 farmers nationally

Organics

Vortex Rural Solar Powered ATMs 750 ATM One ATM/ Village i.e.
Engineering 6,50,000 ATMs

Social venture funds measure their investments on social, environmental and the traditional
financial returns. The fund measures returns in terms of financial, operational (internal
processes and systems) and social impact (outcome and output). Output is number of people
who are impacted and outcome is how it has affected them. More heartening is the fact that
the mainstream venture capitalists are also recognizing this as a business opportunity. So far,
VCs have invested $220 million in 77 social businesses in India. But there hasn’t been a
single exit. In conventional commercial ventures, VCs work with a holding period of 3-5
years. In social businesses, the holding period is longer — typically, 6-8 years.
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Funds Currently Available

Acumen Fund : It supports sustainable enterprises providing the poor with critical goods and
services at an affordable price. Primary focus on healthcare, housing, water, energy and
agriculture Companies invested in: 12 Fund size: $40 million (approx.)

VenturEast: It builds profitable businesses that cater to under-served markets. Focuses on
meeting India’s domestic needs (primarily rural and semi-urban markets) by backing early-
stage / rapid-growth businesses Companies invested in Over 50 (including 25 social
enterprises) Fund size $250 million

Oasis Fund: It supports enterprises that develop innovative solutions that provide the poor
with better access to critical goods and services. Investments generally range between $1
million to $6 million Companies invested in 4 Fund size $30 million (still raising)

Song: It supports entrepreneurs in high-growth sectors like education and training,
agriculture and food, healthcare, financial services, basic utilities (waste, water, rural
telecom, affordable housing, etc.) that are aligned with inclusive growth Companies invested
in None Fund size $17 million

Aavishkaar India Micro Venture Capital: It creates sustainable change by increasing
economic activity at the bottom of the pyramid and boosting the entrepreneurial spirit.
Investments to date have focused heavily on the rural and agro technology sectors Companies
invested in 17 Fund size Rs 60 crore (approx. $14 million)

Gray Matters Capital: It invests in the information, communication and technology space to
bridge the urban-rural digital gap Companies invested in 4 Fund size $12 million

Elevar Equity I1: It creates market-based solutions for poverty eradication. Focuses on
sectors like healthcare, education and information Companies invested in 1 (another two in
micro-finance ventures) Fund size $40 million (additional fund-raising on) .The figures
simply state that there is an estimated $100 million (Rs 400 crore) chasing deals in India’s
social enterprise space.

But there is a divide between those that have access to mainstream and/or commercial funds
and those that rely on personal connections and grants/donations to raise money. The ratio is
about 50/50.

e Foreign grants: 8%

o Domestic grants: 8%

e Debt (credit loans): 11%

« Government Funding: 3%

o Charitable Organization: 5%

e Bank Loan: 13%

e Loan from Family and friends: 21%
« Equity Investors: 21 %

e Others: 10%

As per Beyond Profit survey, Forty-five percent of respondents obtained funds from
commercial sources whereas 21% of respondents source their funds from personal
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connections such as family members and friends; another 21% rely on grants and donations
from charitable organizations. Arranging finances for a social enterprise in India is still very
difficult. And knowing in which sector to finance is even more difficult. In bar diagram
mentioned below is a mention of profitable sectors and a trend which clearly states areas to
divert funds

Sector wise profitability

100%

80% -—
60% -
40% -
20% -
0% -

N 2 X
\0 & Q/Q 'b\& \0 O% \o
& F &F ¢ \& & & *@
O O o Q X & \O
%S & > 3 O N K
s 2 &R &
1L < <
N X
@ &
® <
B Loss making M Breaking even Profit making

Social Entrepreneurship in India - Profitable Sectors

Education: Sector with a track record of profit: The Education sector has shown a marked
degree of financial stability and growth potential. There are two key elements. First, the
sector represents the highest number of profit-making enterprises (38%) among others, and
also has one of the lowest numbers of loss-making entities (24%). Second, the observation
says that there is a good growth potential; 38% of education enterprises are breaking even —
which means the number of profit-making enterprises in this sector could increase in the
coming years.

Health: Sector with large growth potential: Although the sector currently produces a very
small number of profit-making entities, it has the lowest percentage (13%) of loss-making
enterprises. Most importantly, at 73%, the Health sector has the largest segment of break-
even businesses. If/when these enterprises begin to turn a profit, the Health sector could
sustain a multitude of successful, profit-making enterprises.

Rural Development: Sector to watch out for future growth: Despite the fact that the largest
number of social enterprises are in this field, it is the biggest loss-making sector at the
moment. However, Rural Development demonstrated the largest revenue increases last year,
so there could be more surprises in store.

There are more enterprises that are loss-making (34%) than those earning a profit (25%). And
41% percent of enterprises are currently breaking even. If you look at the profitability by
measure of years in operation, you can clearly see that making profit through social enterprise
IS no easy task.
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Profitability- by operational years
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It is true that the percentage of loss-making enterprises steadily goes down as the companies
get older. But there is virtually no disparity in the number of profit-making entities across age
categories. Many enterprises stop making losses as they grow older but do not begin to turn a
profit; they merely start breaking even. Surprisingly, even after 11 years or more of
operations, the percentage of profit-making enterprises is only 27%.

Recommendation for Social Sector

The very nature of the sector does not lend itself to a Porter’s framework for analysis of
competitive edge- as it is still considered to be a non-profit sector with an evangelic cause,
though sustainability comes only from a financially sound model. At the same time, it is also
evident that it is the Social Entrepreneurs, who form the thread of the Charkha, with the
Social causes as the bigger wheel and the different social enterprises being the smaller wheel,
resulting in social up-liftment of people. Due to lack of a homogenous population or
geography, the impact largely remains regional. With the current economic climate, it is very
likely that social needs will increase and, consequently, the number of people committed to
addressing them will increase. Definition of social entrepreneurship has changed over time.
From corporate philanthropy to non-profit and now to self-sustainability, Social
Entrepreneurship has evolved and will keep evolving with time and needs of the world. There
is no specific region or target market which is more suitable than the other. Each state has its
own case for entry of a new player. However we recommend central base from NCR Delhi
primarily from impact of Government structure with six satellite branches in Rajasthan
Gujarat, Andhra, Tamilnadu, Maharashtra, Haryana and. We recommend a roadmap which
moves from NCR to these states in the order here for strategic reasons of government
structures.
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Abstract

The transition to product-service systems demands co-creation of value by suppliers and
customers. As a result, supplier development is becoming increasingly important because
organisations cannot create value in isolation. In response, core business processes
increasingly include the management and development of capabilities in supply networks.
Current practice is based on audits that assess supplier compliance with requirements. Data
generated is used to drive supplier development strategies. In the future, such data might be
used to support network-wide analyses of capabilities and identification of system-wide
improvement opportunities. This will require supplier development strategies that embrace
strategic intents of multiple organisations in a network.

This paper reports a review of literature on supplier capability and an initial analysis of an
Integrated Supplier Compliance and Capability Assessment System from the aerospace sector.
We conclude that the ability to co-create value is related to three dimensions of supply
network capability: relationships, efficiency and innovation.

Keywords: Capability assessment, Service-dominant logic, Supply network, Supplier
engineering capability, Value co-creation

1 Introduction

The transition from the delivery of products to the delivery of product service systems
demands a change in thinking about the creation of value, from so-called “goods dominant
logic” where value is created by a supplier and consumed by a customer to “service dominant
logic” where value is co-created by a supplier and customer. This shift in thinking about value
creation has led to the need for reframing supply chain management to a service dominant
logic perspective (Lush, 2011). In sectors such as aerospace, where there is a heavy reliance
on the supply network, supplier development is becoming increasingly important because
organisations cannot create value in isolation; value is co-created with suppliers. For
example, in the transition from ‘Make to Print’ to ‘Design & Make’ in the aerospace sector,
prime contractors need to understand, and be able to evaluate and compare, suppliers’ and
potential suppliers’ design capabilities in addition to their traditional manufacturing
capabilities.

For this reason, core business processes increasingly include the management and
development of current and future capabilities in the supply network. A key goal of these



processes is to maintain supply network health to ensure the long term reliance of service and
business performance. A first step in demonstrating capability is to demonstrate compliance
with defined requirements. Beyond compliance, assessments based on questionnaires are used
to determine the capability of suppliers. The goal of the research reported in this paper is to
provide theoretical foundations for the assessment of design capability and, therefore, the
instruments (such as assessment questionnaires) used to measure current and define future
(required) capability, and in the formulation of improvement programmes used to achieve the
future target.

Current industry practice in supplier assessment and evaluation is based on audits and
questionnaires that are used to assess supplier compliance with customer requirements. These
methods generate data that is used to drive supplier corrective actions to address identified
areas of non-compliance. In the future, the data generated from supplier assessments may also
be used to develop strategies where improvement programmes for individual suppliers,
sometimes in the context of specific supply relationships, are implemented. It may also be
used to support analyses of the current capabilities within an entire supply network, or part
thereof, with a view to identifying system-wide improvement programmes. This leads to the
need for coherent supplier (and supply network) development strategies that embrace the
strategic intents of multiple organisations in a given network.

In this paper we report results of a systematic review of the academic literature on supplier
capability and an initial analysis of an example Integrated Supplier Compliance and
Capability Assessment System from the aerospace sector. The literature review is reported in
Section 2. We conclude that a supplier’s ability to co-create value with a customer is related
to three dimensions of supply network capability: the building and maintenance of
relationships, improving efficiency (i.e. doing more with less) and innovation (i.e. doing
things better). These conclusions are used to inform analysis of an exa